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Abstract

Solar energy is by far the greatest energy resoavedable to generate power.
One of the difficulties of using solar energy ittt is not available 24 hours per
day - some form of storage is required if eledyigjeneration at night or during
cloudy periods is necessary. If a combined cyclegyoplant is used to obtain
higher efficiencies, and reduce the cost of eleityri storage will allow the
secondary cycle to operate independently of thegmy cycle. This study focuses
on the use of packed beds of rock or slag, witraaia heat transfer medium, to
store thermal energy in a solar thermal power pdnemperatures sufficiently
high for a Rankine steam cycle. Experimental tesise done in a packed bed test
section to determine the validity of existing eqouas and models for predicting
the pressure drop and fluid temperatures duringgimg and discharging. Three
different sets of rocks were tested, and the aeesatg, specific heat capacity and
density of each set were measured. Rock and slagles were also thermally
cycled between average temperatures of 30 °C amé8Gin an oven.

The classical pressure drop equation significamiger-predicts the pressure drop
at particle Reynolds numbers lower than 3500. fteaps that the pressure drop
through a packed bed is proportional to thé"Jp8wer of the air flow speed at
particle Reynolds numbers above about 500. Thectfess-NTU model
combined with a variety of heat transfer correlagias able to predict the air
temperature trend over the bed within 15 % of treasnred temperature drop
over the packed bed. Dolerite and granite rocksevedso thermally cycled 125
times in an oven without breaking apart, and mayuitable for use as thermal
storage media at temperatures of approximately’600

The required volume of a packed bed of 0.1 m fesito store the thermal
energy from the exhaust of a 100 MWe gas turbineraipmg for 8 hours is
predicted to be 24 x $@n®, which should be sufficient to run a 25-30 MWeaste

cycle for over 10 hours. This storage volume ia gimilar magnitude to existing
molten salt thermal storage.



Opsomming

Sonenergie is die grootste energiebron wat gelankword vir krag opwekking.

‘n Probleem met die gebruik van sonenergie is gasdn nie 24 uur per dag skyn
nie. Dit is dus nodig om die energie te stoor indait nodig sal wees om
elektrisiteit te genereer wanneer die son nie sky@ ‘n Gekombineerde

kringloop kan gebruik word om ‘n hoér benuttingsgtde bereik en elektrisiteit
goedkoper te maak. Dit sal dan moontlik wees omtelimiese energie uit die
primére kringloop te stoor, wat die sekondére Kaog onafhanklik van die

primére kringloop sal maak. Dié gevalle studie oadek die gebruik van ‘n slak-
of-klipbed met lug as hitteoordragmedium, om tedadpf dit moontlik is om

hitte te stoor teen ‘n temperatuur wat hoog gensegm ‘n Rankine stoom

kringloop te bedryf. Eksperimentele toetse is intbets-bed gedoen en die
drukverandering oor die bed en die lug temperatsilgemeet en vergelyk met
voorspelde waardes van vergelykings en modelleienliteratuur. Drie soorte

klippe was getoets. Die gemiddelde grootte, spasfhitte-kapasiteit en digtheid
van elke soort klip is gemeet. Klip en slak morst&s ook siklies tussen
temperature van 30 °C en 510 °C verkoel en verhit.

Die klassieke drukverlies vergelyking gee laer waaras wat gemeet is vir
Reynolds nommers minder as 3500. Dit blyk dat digweerlies deur ‘n klipbed
afhanklik is van die lug vloeispoed tot die mag 4s8die Reynolds nommer groter
as omtrent 500 is. Die ‘Effectiveness-NTU’ modelkgebineerd met ‘n
verskeidenheid van hitteoordragskoeffisiénte voelrgpmperature binne 15 %
van die gemete temperatuur verskil oor die bedofdetl en graniet klippe het 125
sikliese toetse ondergaan sonder om te breek,raisksen gepas vir gebruik in ‘n
klipbed by temperature van sowat 500 °C

Die voorspelde volume van ‘n klipbed wat uit 0.1 klippe bestaan wat die
termiese energie vir 8 ure uit die uitlaat van @9 MWe gasturbiene kan stoor, is
24 x 10 m®. Dit behoort genoeg te wees om ‘n 25 — 30 MWerst&adngloop vir
ten minste 10 ure te bedryf. Die volume is min ofemgelyk aan dié van
gesmelte sout store wat alreeds gebou is.
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“And God made two great lights;
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shear stress in the flow direction

friction factor defined by Singét al. (2006)
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I7 motor
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1 Introduction

It is becoming increasingly necessary for countteesbtain power from sources
other than conventional fossil fuels. This is asoasequence of an increasing
population, people becoming more aware of enviranaleconstraints, and the
rising cost of conventional fuels. Nuclear and wealgle energy sources will have
to provide an increasing percentage of total pavegacity. Nuclear power is still
reliant on limited sources of fuel, and has stramyironmental and political
implications, limitations by which renewable enerngygenerally unaffected. It
therefore makes sense to consider renewable esetgges as a means of power
generation.

The largest supply of renewable energy is in thenfof solar energy. There are,
at present, two different ways of converting incidsolar light into electrical
power: solar thermal, where the sun’s light is uaegd as heat; and photovoltaic,
where the light is used to produce electricity bgams of semiconductors. The
intention of this study is to determine the fedgipbf using packed beds of rocks
to store thermal energy for solar thermal powengsla

This chapter presents a brief background on solargy and the need for storage.
The objectives for the study are listed and mo#gatA brief introduction to
previous work completed on solar power plants, daet cycles and thermal
storage is provided.

1.1 Background

Solar thermal power plants are being built on gdascale in North America (The
California Energy Commission [s.a]), Spain (Solailldhium, 2009) and other
countries. Interest in solar power generation swgng, and the technology is
improving. South Africa has some of the best sotadiation levels in the world
(Fluri, 2009), which are not being used to theiteptial, as there are currently no
concentrating solar power plants in use. ESKOM hashortage of installed
generating capacity, and solar power plants shibelldonsidered as an alternative
power source. The major barrier to the constructibsolar power plants is the
high capital cost, and the area of land requiredHeir use. However, it may be
possible to somewhat reduce the required area l@averall cost by using a
combined cycle plant, and developing new methodstofage, which would
improve the plant efficiency and reduce costs. &angple of such a cycle is the
SUNSPOT (&llenbosch_UNersity Slar Fower Technology) cycle, proposed
by Kroger (2008), shown in Figure 1.



The SUNSPOT cycle is a combined cycle - the printamgle is a Brayton cycle
gas turbine, while the secondary cycle is a Rankieam cycle. Ambient air is
compressed and heated to 800 °C or more by measslaf heat in a central
receiver, from where it passes to a gas turbindesired, a combustion chamber
could be used to reduce temperature fluctuations fiveather effects and also to
allow the turbine to run when the sun is not awddalt would also allow turbine
inlet temperatures to be higher than 1000 °C, whiduld allow for higher
operating efficiencies.

The remaining heat in the exhaust from the turl§#@® - 500 °C) is stored in a
storage volume (such as a rock or slag bed, wiheréurbine exhaust gas passes
directly through the bed) for use in a boiler togwce steam for a typical steam
cycle. Since solar thermal power plants will getigrae situated in arid areas,
where cooling water is scarce, dry-cooling of tieam cycle by means of air
cooled condensers will be desirable. The advantdgdorage is that the steam
cycle could be run mostly at night, when ambiembgeratures are lower than
they are in the day and dry-cooling is more effagtiresulting in higher turbine
efficiencies. During periods of high demand, continms of gas or other
renewable fuel in the gas turbine may be used awige additional power for a
limited period.

Pressurized Grid
central r_e gwer R interface

00
3
3

m Tower Grenerator

Heliostat
field

Air intake

) > Dry/wet
cooling
sl @

Staék Feed water pump
Figure 1: Simplified schematic of proposed SUNSR®dle (Fluri, 2009; partly
based on Quaschnirg al, 2002)

The problem with solar power is that it is interiaiit — it is unavailable at night
and every time a shadow is cast on the collectiwa,athe power output is
reduced. As a consequence of the intermittent gupplergy supply and demand
curves do not necessarily match. For this reasndésirable to store the energy
to reduce the fluctuations, or supply it at a lat@ge when there is a demand. In
solar thermal plants, the most feasible way tohi® it to store the energy as heat
before it is converted to electricity. Once conegdrtto electricity, it is more
difficult to store on a large scale unless thereaipumped storage scheme
available. In the words of Spiga and Spiga (1988)solar electrical conversion,



the storage of large amounts of high-temperatuegggnis a key technology for
the successful exploitation of this energy sourtea significant scale.”.

There are several different methods for storageeat energy. It can be done with
phase change materials (latent heat), or sensddé $torage in solids, liquids,

gases or combinations of these. However, not dhese have been examined in
detail, and there is scope for further work to ioya them or test new

applications.

1.2 Obijectives

In light of the need for thermal storage in solarmal power plants, the objective
of the present study is to determine the feasyhilitusing packed beds of rock or
slag for thermal storage.

« Derive or obtain expressions for pressure drop leest transfer over the
bed.

 Compare experimental measurements with predictéagesaof pressure
drop and temperature.

* The possibility of using local rock types must bamined.

» Sample rocks should be tested for thermal cyclspgcific heat capacity,
conductivity and density and examined for theirtahility for heat
storage.

» Suggestions for packed bed geometry and for pedaitd effective layout
of a packed bed storage system should be given.

* Look at basic system performance for a combinedeayas/steam turbine
solar powered plant, and estimate mass flow ratesiroand electrical
power output, based on values from literature.

* Rough sizing should be done for the storage remangs for storage in a
combined cycle plant with a 100 MWe gas turbine.

1.3 Motivation

ESKOM is suffering from a generating capacity shoet, and the time required to
build conventional power stations is of the orderf ¢o 8 years, while solar power
plants, although smaller in individual generatiagacity, can be built in a shorter
time frame — 2 to 3 years. In addition to this, #mission of CQis becoming
more undesirable, and it is possible that SoutlicAfmay set emission targets in
the future (Van der Merwe, 2009). The combinatibthese factors with the high
solar irradiation levels received by South Africeans that it will become more
favourable in the future to build solar power ptanthere is a need to develop
thermal storage concepts for solar thermal plantd,it may be that rock or slag



storage will provide a feasible alternative to oteorage concepts currently in
use.

A combined cycle such as SUNSPOT will allow high#iciencies than a single
cycle plant, and may generate electricity at a lfoeast. In order to supply the
steam cycle with heat when there is no insolatiois, necessary to have thermal
storage. If a packed rock bed could be used fa, tihimight be possible to
provide a storage system that is cheaper than meé# storage. A rock bed has
the advantage that it is more environmentally radutran molten salt or thermal
oil storage. The available literature has examirtedsome extent, artificially
produced materials and slag for use in packed aetisnperatures above 400 °C,
but natural rock has had less attention. Thereniseal to determine the suitability
of rock and slag for thermal storage.

The study should provide basic sizing and massdléar the plant in order to

estimate the storage volume and land area requaretijn future work, the cost.

The study should also compare mathematical modelpressure drop and heat
transfer characteristics in packed beds with erpamtal results.

1.4 Previous work

1.4.1 Solar thermal power generation

This section provides a brief overview of solar rthal power generation,
combined cycles, cycle efficiencies and previouskwo provide the context in
which a packed bed store would be used.

A simplified theoretical approach for estimatingrdmned cycle efficiency was
provided by Fraidenraicét al. (1992). It uses typical performance efficiencies f
steam and gas turbines as well as solar collecdos develops an expression for
the overall plant efficiency. Efficiencies betwe28fo and 25% are predicted for
solar thermal combined cycle plants operating wdthrrent central receiver
technology. Modern turbine electrical efficiencya&Turbines, [s.a]) ranges from
28 % to 42 % for a simple cycle, and it is possiblecombined cycles to be 55 -
60 % efficient.

Schottet al. (1981) presented an analytical analysis of a gated solar central

receiver plant with storage. Curto and Stern (198@)gested a combined cycle
solar plant consisting of a central receiver totla@afor a gas turbine, a slag store
to store thermal energy from the gas turbine exhausl a steam cycle driven by
heat from the slag store. More recently, Hedteal. (2005) showed at the CESA 1
facility in Spain that, with current technologystfeasible to use solar heating of
compressed air in a central receiver to power a tgasine. 230 kWe was



produced from energy of which up to 70 % was s@gbby solar heat. The final
estimated solarised efficiency of the turbine wa$2

At present the receiver limits the temperaturewhiach the air can be heated by
concentrated solar irradiation. The higher the iveretemperature, the larger the
losses by re-radiation to the environment becorherd is an optimum operating
temperature where the increase in cycle efficiefi@ym the higher fluid
temperature is larger than the decrease in effigieasulting from higher receiver
radiation losses. Developments in the receiver alibw higher temperatures to
be used in the future, which will allow higher aydfficiencies.

Schwarzbdzlet al. (2005) calculate that combined cycle solar powesgstems

can have efficiencies from 40 % to over 50 %, ames@nt a performance
assessment of solar gas turbine systems desigmpeddace 1 MW, 5 MW and 15
MW. Predicted plant efficiencies are around 19 ¥q develised energy costs
between 12.68 and 89.69 €c/kWh for a first genanaplant. Current ESKOM

generation costs in South Africa are estimateddas4®d Rc/kWh (3 - 4 €c/kWh).
The National Energy Regulator of South Africa (NE}Set a feed-in-tariff in

2009 of 210 Rc/kWh (about 20 €c/kWh) for concemtigasolar power (NERSA,

2009).

1.4.2 Thermal storage and packed beds

The previous section shows that it is technologicidasible and economically
desirable to make use of combined cycle solar p@haeits. This section provides
further detail on storage in solar thermal powaanm. Dinter (1992) lists the
following basic requirements for thermal storagdiioh should be considered
when storage media are chosen and thermal st atpsigned: (translated)
Good utilisation of the storage at affordable ctysin available materials;
High thermal conductivity and heat transfer captbd;

High specific heat capacity;

High resistance to thermal cycling damage,;

Clearly and carefully thought out design;

Simple and quick to build;

Environmentally friendly/compatible.

NogohrwnNE

Thermal storage in solar plants has been achieviddon/rock beds or molten
salt. In addition to this, cast concrete and cecamodules for storing sensible
heat at 400 °C have been tested at the Platafootaa & Almeria. (Laingt al,
2006; Laing and Lehmann, 2008). According to Laamgl Lehmann, “So far,
thermal storage in concrete has been tested amérpiia the temperature range
up to 400 °C”, and the thrust now is to increase tiln 500 °C. Different types of
sand have also been considered for use in stofageexample, an air-sand
fluidized storage bed has been tested by Elsayeal. (1988). Curto and Stern



(1980) proposed using a packed bed of slag fomthkestorage. Geyer (1987)
gives details of a packed bed of magnesium oxidk®ifor storage between 500
and 800 °C in a solar power plant. Bt al. (2009) suggest using vitrified
asbestos-containing waste, which has similar pteseto rock, for thermal

storage. Gikt al.(2010) give a list of different storage techno&xi

Oil rock beds use oil as a heat transfer mediurhe—dil flows through packed
beds of rock, concrete or even sand. A solar pghaartt in North America, Solar
1, used sand and rock impregnated with oil for farstorage; however, the
silica in the sand and rock caused the oil to digyraore quickly than it would
otherwise have done (Mills, 2001). Silicone oil cees at temperatures much
higher than 400 °C, which limits the thermal e#fiety of conversion to electricity
(Mills, 2001). Dinter (1992) discusses the limitets of using oil for storage,
since synthetic oils have high costs and a limitkd of approximately 5 to 6
years. He proposes using concrete as an alterrtatioi or molten salt. Another
disadvantage of oil is that it is not environmelgté&iiendly.

Molten salt can be used at higher temperaturesdhanfor example nitrate salts
can be used at temperatures up to 565 °C (Mill§1R0OHowever, the salts
currently used have freezing points near 200 °d¢lwimeans that not all heat
energy can be extracted from the salt. This higleZing point can lead to
complications with salt freezing in pipes and bliagkthem.

If packed beds of rock or slag with air as a heatdfer medium are technically
feasible and compare favourably economically withheo storage concepts, they
could be used in place of them. When compared thighrequirements listed by
Dinter above, the requirement of being environmignfeendly is better fulfilled
by an air - rock bed than molten salt or oil.

Curto and Stern (1980) presented a study on thefusgacked bed of slag (iron
orthosilicate from a copper smelter) for thermalage to provide heat to a steam
power cycle. Fricker (1991) discusses the suitgbiif granite for thermal
storage. Dinceet al. (1997) discuss storage limitations and costs,iacldde an
energy and exergy analysis for a full cycle of givayg and discharging a sensible
heat storage volume. This includes pressure droppmg losses which, in a
packed bed, can be significant. Dine¢ral. recommend that exergy efficiency be
used as a basis for optimising storage beds. K{E&7) uses an exergy analysis
to minimise entropy generation of a thermal storagetem. He shows that an
optimum packed bed system can destroy 70 — 90%eoéntering availability in a
full operational cycle. Adebiyet al. (1998) predict Second Law (exergy based)
efficiencies of 50 % or less.

An equation for pressure drop prediction over &pdded of spheres is given by
Ergun (1952). Du Plessis and Woudberg (2008) pteten recently updated
‘Representative Unit Cell’ (RUC) analytical mod&hich is derived from the



Navier Stokes equations averaged over a representatement. The RUC
predictions are similar to those of the Ergun eiguain the region in which the
Ergun equation is valid. However, the RUC modemisre useful as it does not
rely on empirical coefficients for different matgd, and is valid over the full
porosity range from 0 to 1. Singt al. (2006) present a pressure drop correlation
based on experimental findings. It takes the shapethe particles into
consideration in addition to the particle size.

An analytical model of the governing equations lieat transfer in packed beds
was first presented by Schumann (1929), generathanded by the literature as
the classical model for packed beds. More receatiyongst others, Jalalzadeh-
Azar et al. (1996), Adebiyiet al. (1998), and Schrodeet al. (2006) have
presented experimental results for the thermal adharistics of beds. Martin
(2005) presents the Generalised Lévéque EquatidrEYGas a means for
predicting the heat transfer coefficient as a fiomcof pressure drop through the
bed, while Gunn (1978), Wakaet al. (1979), Singhet al. (2006) and others
present experimentally obtained correlations foedpting the heat transfer
coefficient.

Hughes (1975) presents an analysis called the tisféeess — NTU (E-NTU)
method for numerical simulation of the transierfidngour of packed beds, which
Duffie and Beckmann (1991) make use of. This methses a heat exchanger
analogy for the packed bed, which means that onéy differential equation and
an ordinary heat exchanger relation are necessatiggcribe the fluid and solid
temperature. This allows the temperatures to beutzbd more easily than the
Schumann model and other more complicated models do

There have been several papers on the pressure amndp heat transfer

characteristics of packed beds which include erpemial measurements for
small test sections, generally under 1 m in lengtid hydraulic diameter.

Unfortunately little operating data from large sock packed beds is available, so
it is not really possible at present to comparedigtens of large packed beds
with measured values.



2 Material properties and design considerations

This chapter provides details on material propsert@énd various design

considerations and requirements found in literatBreperties found in literature

for rocks, concrete, slag, thermal oil and moltah are presented in section 2.1.
The rock types considered suitable for thermalagferare mentioned. Design
considerations and recommendations for test sextotarge-scale beds are given
in section 2.2. Section 2.3 discusses edge efféuts; possible influence, and

suggestions to reduce them. Section 2.4 providee s$gures for specific thermal

storage designs in literature.

2.1 Rock and slag properties

As mentioned in Chapter 1, rock in packed bedsccpubvide an alternative to

existing energy storage media. An advantage of mcklag is that it is freely

available and only requires transport to the sit@wever, not all rock is suitable
for high temperature storage, as it can fail stnadly or decompose chemically.
Thermal cycling will be an important factor - robleds in a solar power plant
may be required to last for periods of up to 20ryeH the rocks are heated and
cooled once per day 360 days a year, they will cguever 7 000 thermal cycles
in this time period.

Unweathered granite has been suggested as less tliksuffer from structural
failure or chemical decomposition, although purartg (a mineral, not really a
rock) is considered better in terms of strength eyaling resistance (Sanchez-
Garrido, 2008). Ozkahramaat al. (2004) state that rocks containing quartz as a
binding material are the strongest, and that asereml rule rock strength
increases with quartz content. Rock strength iseg@ly greater for fine-grained
rocks, while it decreases with an increase in ptroArndt et al. (1997) heated
granodioritic rock samples from the Andes. Quari mon bearing samples were
mechanically stable up to 500 °C, although the ibearing minerals started to
oxidise. On further heating to 1000 °C, quartz stwwignificant fracturing.

Rock properties vary substantially from rock type ock type. Thermal
conductivities are generally between 0.5 W/mK and@/AnK depending on the
moisture content in the rock and rock type (Troscaikd Burkhardt, 1998). Rocks
with higher quartz content can have conductiviteds3-5 W/mK (at room
temperature - Joeleht and Kukkonen, 1998), whilee pquartz can have
conductivites up to 7.5 W/mK (Ozkahramast al. 2004). Vosteen and
Schellschmidt (2003) list equations which descrithe influence of rock
temperature on the thermal conductivity, capacityg aiffusivity for different
rock types. Some values of rock thermal condugtigind density are shown in



Table 1 as a general guide (Ozkahraragal., 2004). According to Jones (2003),
who lists several properties of South African rodkermal conductivities from

the Witwatersrand mining area vary between 1.88 KV/(shale, Ecca group) and
7.59 W/mK (quartzite, Venterspost formation).

Table 1: Sample rock density and thermal condugtat 27 °C (Ozkahramaat
al. 2004)

Rock ps, kg/m® ks, W/mK
Concrete (stone mix) 2300 1.40
Cement mortar 1860 0.72
Granite (Barre) 2630 2.79
Limestone (Salem) 2320 2.15
Marble (Halston) 2680 2.80
Quartzite (Sioux) 2640 5.38
Sandstone (Berea) 2150 2.90

If large diameter rocks with a low thermal conduityi are used for storage, the
inner volume of the rock may not heat up or coolvdacompletely during the
charging and discharging process. This will meat tbhck mass and bed volume
is inefficiently used to store heat.

The specific heat capacity and density of rockimugortant parameters for sizing
beds - Ozkahramaat al. (2004) suggest that the product of rock densitg an
specific heat capacity should be greater than 1miK)/for thermal storage
applications. Dinceet al. (1997) give the average specific heat capacitydoks
and ceramics as 840 J/kgK, and Kulakowski and S¢h(tB82) give values for
granite specific heat capacity and density as 88@KJ and 2675 kg/fh
respectively. Neither of these appear to specigy tdtmperature at which these
properties were measured; it is probable that theye at temperatures in the
region of 20 — 40 °C.

Some measured properties of South African rockthénWitwatersrand mining
area are shown in Table 2. The figures in roundk®s®® represent the standard
deviation of the measured values.

Table 2: South African rock properties (25 °C, 312903)

Rock type (average of all subgroups) | ps, kg/m® | ks, W/mK | cs, J/kgK
Pre-Karoo diabase 2900 (80) 3.97 (0.Y8) 840 (80)
Lava: Ventersdorp Supergroup 2850 (60) 3.46 (0/58B0 (20)
Quartzite: Witwatersrand Supergroup 2690 (40) ©B3)| 810 (40)
Conglomerate: Witwatersrand Supergrqu730 (60) | 6.86 (0.75) 830 (50
Shale: Witwatersrand Supergroup 2790 (60) 4.770§1.2880 (20)

Figure in brackets is the standard deviation oftieasurements



Saldanha steel in the Western Cape produces appately 12 000 tons/year of
slag that is dumped on site, and 240 000 tonskfxiis used at cement factories
(van Zyl, 2009). It might be possible to transpbihland on the Sishen-Saldanha
iron ore railway line to sites suitable for solawer plants. The advantage of slag
is that it can be more chemically and mechanicstiyple than some or most rocks
at elevated temperatures. According to Curto aednStL980), iron orthosilicate
is thermally and mechanically stable in structupeta 1200 °C. Curto and Stern
give the density and specific heat capacity of waosilicate as 4340 kgfand
837 J/kgK, respectively.

The material properties in Table 3 (Dinter, 1998) & compare rock properties
with other materials used for thermal storage.

Table 3: Material density, conductivity and speciieat capacity (332.5 °C,
Dinter, 1992)

Material ps, kg/m® | ks, WIMK | cg, JIkgK | pscs, MI/Im3K
Concrete 2400 1.1 1000 2.4
Thermal oil (VP-1) 781.5 0.090 2404 1.9
Salt (NaCl) 2160 4 950 2.1
Steel plates 7850 35 550 4.3

2.2 Design considerations

When rocks or slag are packed together to form gxhdbeds, with air as a
transport medium, there are certain characterisiics problems which should be
considered in the design.

An advantage of air is that it is free and non-ddgble. However, at high
temperatures, air density is low, so the volumeélow of air is very high and
may require pumping power that is significant coregato the power generated
by means of the heat extracted from the bed. Hu(ft®&5) points out that, since
air flow requires large cross-sectional area dutistmal losses from ductwork
can be significant even with insulation. Duct sausi carrying heated air should
be as short as possible to reduce thermal and pignhgsses.

Natural convection can have a significant influemcepacked beds (Sanderson
and Cunningham, 1995b). Packed beds should berdekigo that forced and
natural convection aid each other, as this gives tb a stable temperature
distribution in the bed, and prevents natural cative from destratifying the
storage. Allowing forced and natural convectiornrents to act against each other
can destratify the bed and reduce the instantanbeas transfer rate, which
increases the pumping energy required to removizen gamount of heat from
storage.
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If forced and natural convection currents are @ @ach other, a vertical bed
should be charged by introducing the hot fluidhat top of the bed and removing
the cooled fluid at the bottom of the bed. Whenlikd is discharged, cold fluid
should be introduced from the bottom and the he#ited removed at the top.
This should prevent natural convection causingrd#@itation during times when
charging is not occurring, provided the bed is isightly insulated (see also
Singhet al.,2006 and Meieet al.,1991). As the bed temperature changes during
charging or discharging, natural convection mayegige to noticeable variation
in the heat transfer coefficient. (Cunningham aaddgrson, 1995a).

Sanderson and Cunningham (1995a, b) state thaednesalent diameter of
particles in a packed bed should be greater thamB to avoid excessive
pressure losses and high pumping power requiremdeisret al.(1991) suggest
that the power requirement for blowing air throwgpacked bed in a power plant
should not exceed 1 — 2 % of the electrical powegpuat of the plant. Torab and
Beasley (1987) state that particle diameters shioailidirger than 12.7 mm but less
than one thirtieth of the bed diameter. Larger iplartsizes result in a lower
pressure drop, but also lower the volumetric hesastfer coefficient in the bed.

Small particles result in higher availability inpacked bed, as there is better
stratification, which results in a steeper tempeeatwave (seen in Figure 2).

Figure 2 plots the axial temperature profile ofkpag in a bed during discharge

for two different particles sizes. Smaller partclallow less axial thermal

dispersion through the bed — which always occursoime extent — than larger
particles do (Sanderson and Cunningham, 1995&nhall particles give a higher

volumetric heat transfer coefficient than largertiptes.

| Thermall Leweme T
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= ;
Temperature 5
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Lo |" : v — Small stones.

Axial position in bed

Figure 2: Effect of stone size on absorption ofthélaermally long or short
packing during discharge (from Sanderson and Cgmaim, 1995a)

The availability from a packed bed also increaskis the bed length - the greater
the bed length, the greater the availability (Saswie and Cunningham, 1995a, b).
Figure 2 shows the difference between thermallgland short packed beds in a
discharge cycle. A thermally ‘long’ packing is ombere there is sufficient length
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in the flow direction to heat the incoming fluid &constant temperature over
time, while a ‘short’ packing does not - a temper@atwave-front extends over the
length of the bed, as in Figure 2. A thermally gorpacking has a greater
availability than a ‘short’ packing.

In summarySanderson and Cunningham state that “... for efficieration of a
given packing volume, packed beds should use ttedlessh practicaDe spheres,
the longest practical packing lengths, and the Ilestalpractical packing
dimensions normal to the direction of flow.” Torabd Beasley (1987) show that
the total availability in a bed increases with @asing particle diameter and
increasing bed length. On the other hand, as pagize decreases and bed length
increases, pumping power increases, with the rabait “the ratio of total
availability to total pumping energy increases wiiicreasing particle size and
decreasing [bed] length”.

Paul and Saini (2004) consider the unit energy tarsenergy delivered from a
bed as a suitable parameter to optimise, as iuded pumping energy used.
However, Krane (1987) places emphasis on the Fatthermal energy storage
systems must store usefubrk, not just energy. An analysis based on thenBe
Law of thermodynamics for a full charge-dischargele includes losses of
exergy from entropy production caused by heat fesnsetween the fluid and
solid; heat transfer between the fluid exiting tvel and the environment; and
friction (pumping) losses (Fricker, 2004). Kranecammends a Second Law
analysis to determine optimum bed performance astyd parameters.

The total thermodynamic availability in a packed Imeay be calculated from the
expression below, used by Torab and Beasley (1&8Wawireet al. (2009):

Y= .[OL PL1-)AJ(T~T)—TJn (%]] d> (2.2)

(o]

whereT, is the initial bed temperature before charging cemees, T is the solid
temperatureps is the solid density,s¢he specific heat capacity of the solidis
the void fraction, and Athe cross-sectional area of the bed of a bed gtheln.

Krane (1987) calculated that typical optimised #@asheat thermal storage
systems destroy approximately 70 — 90 % of therené&Second Law availability.
The system has to be designed to minimise entr@mergtion over the whole
cycle. Krane found that a sample system optimisedraling to the Second Law
would only have a First Law efficiency of 58 %. éfrirst Law efficiency of 100
%, the Second Law efficiency was only 11 %. Adelayial. (1998) predict
Second Law efficiencies up to 50 % in their workccArding to Krane, the
product of the inverse of equation (4.22) with thme taken to charge the bed
should be of order unity to give reasonable Seda@vd efficiencies.
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Krane (1987) defines a dimensionless mass flux

~ mf RTenv
G=— (2.2)
A\;s pa

whereR is the gas constant287 J/kgK for air. Teny, and p, refer to ambient
temperature and pressure. Krane suggestsGhahould be approximately 0.05

for an optimum Second Law design. Values ®f larger than 0.5 result in
increased viscous losses in the bed, while vale&sab0.005 result in very large
beds.

Sanderson and Cunningham use a dimensionless dymeariormance factof,
(from Torab and Beasley, 1987) to predict dynarmularity for different packed
beds. It is based on the velocity at which an ideahperature wave moves
through a packed bed:

= Vslo Ps Cpf
L Iof Cpf€+pscs(1_£)

(2.3)

7o IS the time required to charge the beds the fluid density, gthe fluid specific
heat capacity, and the superficial speed of the fluid in the bed. &molar plant,
an appropriate charging time could be of the oofi@ight hours.

Sanderson and Cunningham (1995b) give an estinfateecspeed at which the
temperature wave will travel through a packed bed:

v = A;nhA(T,- T) (2.4)

n is the number of spheres in a control volun; the total surface area of
packing; andh the convection coefficient. This assumes therenas axial
dispersion.

Torab and Beasley (1987) recommend that the presbop per unit length in a
packed bed be between 0.5 — 1%NIm?m. According to Torab and Beasley,
lower pressure drops result in greater flow norfaxrmity, while higher pressure
drops result in high pumping costs. They suggest the volumetric flow rate

through the bed be related to the volume of thelyetthe expression

VIV, =220 [hour] (2.5)

which is applicable for approximately eight houffscbarging time.Vpeq is the
volume of the bed, and the volume flow rate through the bed.
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2.3 Edge effects or wall channelling

One of the complications that arises with packedsbgarticularly small test
sections with low ratios of section diameter totiole size, is wall channelling.
The packing arrangement of spheres near a solfdcgurs different to the bulk
packing further away from the wall (Kaviany, 1995bhis results in large porosity
close to the boundary wall — which causes lowew flesistance near the wall.
The fluid flow is channelled to these areas, whiodans that the interior of the
bed has a lower flow rate than it should, which e to poor heat distribution
and incorrect pressure drop measurements.

Kaviany (1995) states that the speed in a packddbar a wall can be 30-100 %
larger than the average speed in the bed. The riaxigpeed is found within 1 to

3 particle diameters of the solid surface/wall, #mel edge effects may intrude up
to 6 or 7 particle diameters into the bed from wadl if severe distortion of the

packing occurs. Channelling must be reduced in exgats, particularly where

there is a low ratio of container diameter to méetisize. If this is not done,

incorrect pressure drop and heat transfer charsiitesrmay be measured. If large
packed beds are used to store thermal energy, eliagmeeds to be reduced to
prevent heated air bypassing the core of the stasad only heating the edges.

Handley and Heggs (1968), Jalalzadeh-Aataal. (1996) and Nsofor and Adebiyi

(2001) used compressible linings in the test sectioreduce edge effects. The
liner used by Nsofor and Adebiyi was 12.7mm thidkeffrax durablanket. These

authors all state that the padding should allowpieicles to become embedded
in it at the wall. However, they do not include amalysis of the effect that this

actually had on the packing near the wall, or a gamson of pressure drop

measurements with and without this layer in place.

Adebiyi et al. (1998) used a 12.7 mm liner on the container exdn though the
container to particle ratio was over 25, where eelffects are considered to be
small. Adebiyiet al. state that this liner reduced the effective dianef the bed
from 0.61 m to 0.58 m, but do not state how theyasneed this - the liner is
compressed by the packing, so it may be incoreesubtract the uncompressed
liner thickness from the original bed radius. Otie® packing is in place, it is very
difficult to measure the diameter. They used thal teolume of the empty bed to
calculate the void fraction of the particles, but ot state if this included or
excluded the liner thickness. The particles embetthé liner and fill a part of the
liner volume in addition to the effective bed diaare

In general a container diameter to particle sizeoraf 25 - 30 or higher is
recommended to reduce edge effects (for examplesl®eand Clark, 1984).
However, several sets of experimental results enliterature are for lower values
than this: Chandra and Willits (1981) tested withatio of 12 and Meier et al.
(1991) 7.5. Sagara and Nakahara (1991) testedsbacl concrete blocks up to
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0.13 m in size with container to particle ratiosween 4.5 and 7, and Sanderson
and Cunningham (1995b) tested spheres in a squass section with ratios
between 3 and 9. Sanderson and Cunningham saxetitahgular or square cross-
sectional test areas should cause less flow chammepacking disruption or
radial temperature variation than beds with a ¢acaross-sectional area.

2.4 Thermal storage design figures for comparison

If a packed bed is to be used for thermal stord&geust compare favourably with
existing storage methods, in terms of size and. ¢8sine design figures from
literature for molten salt and packed bed therrt@bge are given below.

The two-tank 1010 MWh molten salt system at Andasol is designed to suppl
thermal energy to a 50 MWe power plant for 7.5 Bq@75 MWHh). Each tank is
14 m high with a diameter of 37 m (volumel5 x 16 m®). About 28 x 18 kg of
salt are required. The hot and cold tank tempegatare 386 °C and 292 °C
(Herrmann and Nava, 2006).

Curto and Stern (1980) proposed a combined cydé power plant, in which a
slag bed thermal store heated air to produce steayanerate electricity. The bed
was to be a conical mound of slag (total volumeD0 nt) covered in soil for
insulation and containment, to store up to 5000 MVelh around 540 °C. They
calculated that the thermal losses from the slabtbehe environment would be
less than 0.07 % of the bed capacity per day. Beeotfl slag for thermal storage
has been of interest in the iron industry for desabchotet al, 1981).

A size estimate for a packed bed of artificiallagld particles with air as the heat
transfer medium is given by Fricker (2004). A steamale producing 10 M\Afor

10 hours would require 240 MWlstorage capacity, at an estimated cost of € 17.5
IKWhy,. 45 minutes of storage to provide 23.9 M\&nd generate roughly 7.1
MW, by means of a steam cycle would require 39.5 &f/ir with a boiler air
inIetZtemperature of 650 °C. The estimated presstop over the storage is 1200
N/m”.
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3 Porous materials and pressure drop prediction

This chapter introduces porous materials and sdmkeoReynolds number and
particle size definitions found in literature. Aiddroverview of flow regimes at
low Reynolds numbers is also given. Following theguations for estimating
pressure drop over packed beds are presented.

3.1 Porous materials

There are different types of porous media. Du Heg402) and Terblanche
(2006) list several classifications, some of whacé listed below.

3.1.1 Homogeneous and heterogeneous

According to Bear and Bachmat (1991), a homogenemeasiium on the

macroscopic scale is one in which the parametershef medium (such as
porosity) do not vary across the considered donfainPlessis (2002) includes a
comment by Dullien (1979) that, since in practicepexfectly homogeneous
material is not found, this criteria can be relgxpdrticularly with reference to
randomly arranged solids

3.1.2 Structure

In general, there are three different structurebdacfound in porous materials.
These are listed by Terblanche (2006), and arendfidee materials, in which the

solid phase is all connected, as in a sponge; tgamaterials, in which the solid

phase is viewed as non-connected, as found in lsasel and stones; and
prismatic bundles, which consist of parallel tubesfibres), such as bundles of
wood. Models for these have been developed — faeahaterials by Du Plessis
and Masliyah (1988); granular materials by Du Réeasd Masliyah (1991) and
Du Plessis and Woudberg (2008); and prismatic sy Du Plessis (1991).

3.1.3 Porosity
The porosity of a material (Terblanche, 2006), @dvraction (Du Plessis, 2002),

is defined as the ratioof the void volumeV, to the total volume/, of a sample
volume including both void and solid. That is,
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£=V, IV, (3.1)

If the value of this is unity, it implies an emppace; when it is zero, it implies a
solid material. Usually porosity will vary throughiothe medium; in the case of a
randomly packed rockbed, this should be the casdlieD (1979) presents
methods for measuring the porosity of samples.gdresity of crushed rock may
be between 0.44 and 0.45 (Kaviany, 1995). Kaviasig Isome of the methods
that can be used to determine porosity from Dul{te902). The simplest is to fill
a container with rock, and pour water into the aorgr until it fills the void space
between the rocks (for example, Lof and Hawley,8)94

3.2 Reynolds number and patrticle size definitions

There are several different definitions of Reynofasnber in use in literature.
This section introduces the definitions of Reynahdsnber that are used in this
study. A selection of particle size definitions gmesented after the Reynolds
number definitions.

3.2.1 Reynolds number definitions

Du Plessis and Woudberg (2008) define the paregnolds number as
Re,=pv,.D /u;=pu,Dlu, (3.2)

where p; is fluid density,u; the fluid viscosity andi, is the average interstitial
speed (air speed in the pores between rocks) atrasg-section in the bed. It is
related to the superficial speegby the relation

V, = €U, 33

S

D is the hydraulic diameter of the particle, whilgs the superficial speed of the
fluid passing through the porous media. Most worksluding Bennett and Myers
(1962), Diedericks (1999), Du Plessis (2002) andrtida(2005) use this

superficial speed, defined as

v, =/ p; A (3.4)

m;, is the mass flow of fluid passing through the sresctional area of the bed
(Acs) per unit timeys represents the average speed of air in an emptysdation.
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The Ergun equation uses a slightly different dé&bini a partial derivation of
which is provided by Bennett and Myers (1962). Hrgun Reynolds number
(Ergun, 1952) includes a void fraction dependemhte

Reer =prSD /[/'{f (1_5)] (35)

3.2.2 Patrticle size definition

Sommer (2001) refers to particle size characterdgtermination as “the difficult
question of the definition of particle size (i.equivalent diameter)”. Diedericks
(1999), Du Plessis and Woudberg (2008) and Schrédat. (2006) define the
hydraulic particle diametdd as

D=6/A, (3.6)

where A, = A/ V, is the specific surface aress is the total surface area of the

solid particles in the control volume, aNdis the volume of the solid particles.
Singh et al. (2006) also use an equivalent spherical volumeaitulate the
equivalent diameter. For a sphere, bhealue as defined above is the diameter of
that sphere.

This is an awkward definition for an irregularlyagied object such as a rock
(unless it closely approximates a sphere in shapbgre the surface area is

difficult to measure. In the case of irregularlyapbd rocks, the suggested method
by Martin (2009) and Du Plessis (2008b) is to meashe volume displacement

of the rock by the Archimedes principle, and defingide length of an equivalent

cube (or diameter of an equivalent sphere if appatg), which has the same

volume. Since the hydraulic diameter of a cubegisaéto the length of a side of

the cubeD is equal to the RUC solid side length as defined in section 3.3.3.

Balakrishnan and Pei (1979a) found that, in thes agfsnon-uniform spheres, a
simple arithmetic average value for the particlenteter provided a satisfactory
agreement with measured data. However, De Souz@sSg004) states that “the
determination of an average particle size... ... sharddsider the intended
utilization of that value.”. A simple arithmetic @nage particle size does not take
into account the surface area and volume effediféérent particle sizes. Heat
transfer in a rock bed depends on the availablaseirarea of rock, as a function
of the total bed volume, while pressure drop isskme to particle size and
volume. An average based on surface area andIparobtume, the area-volume
average, is given by De Souza-Santos (2004):
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D=1/Z% (3.7)

wherew; is the mass fraction of particleandd, is the size of particle

The volume weighted mean volume of a collectiompaiticles gives the volume
of larger particles more emphasis (Russ, 2006)refas et al. (1996) use the
volume weighted definition of particle size, altighputhey use the median instead
of the mean. The median is the average value afogdelow which 50% of the
particles (by number) are found. Brittain (1995}diseveral different definitions
of equivalent diameters/lengths. He defines themeal weighted mean length of a
collection of particles as

p=Znd’ (3.8)
7nd

wheren; is the number of particles of diametkrThis is suggested by Woudberg
(2009) as a suitable definition for calculating gs@re drop in packed beds.
Hollands and Sullivan (1984) also make use of amel weighted size.

A sieve analysis is an alternative method for olig@ an average particle
dimension. The material is placed in a sieve wihase openings different known
sizes. The size of the particle is based on the cizhe sieve hole (Diedericks,
1999).

The hydraulic diameter of the pore sizes betweetichgs may be estimated from
an equation given by Diedericks (1999)

d =4R =4eV, | A=4s | A(l-¢) (3.9)

Ry is the hydraulic radius of the pore, defined asrtitiocross-section available
for flow : wetted perimeteror alternatively,volume available for flow : total
wetted surfaceln variable form,R=(V#V,)/(AJV,). For a cube, the total solid
surface area i8<= 6D The solid volume specific surface alsg= Ad[Vo(1-¢)] =
6/D.

3.3 Pressure drop prediction

Diedericks (1999) points out that, in the contekpacked beds, it is usually no
use being able to predict flow exactly at the nmscapic level, since this alone
does not provide macroscopic behaviour. It is nearysto average over the
microscopic level and obtain a representative @eta use on the macroscopic
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scale. The method he uses to do this is volumeagiueg, based on the
representative unit cell (RUC) model.

Kaviany (1995) lists three different methods of lgsis for porous materials:
capillary models, which apply Navier-Stokes equaito flow in small diameter
conduits; the hydraulic radius model, which useseguivalent diameter of the
particles and models them as spheres; and draglsnadewhich the Navier-
Stokes equations are solved for flow over a cabecdf particles.

The classical equation for predicting pressure dnogr a packed bed is known as
the Ergun equation (Ergun, 1952). It is based an higdraulic radius model
(Diedericks, 1999). The other pressure drop modetidor this study is known as
the representative unit cell (RUC) model, whichdeveloped on an analytical
basis instead of the semi-empirical basis used kgurkE It assumes Hagen-
Poiseulle flow — based on flow between paralletgda- and averages the Navier-
Stokes equations over a representative volume.dbied (1999) and Du Plessis
and Woudberg (2008) provide details on the RUC rhotlee Ergun and RUC
model are given below, together with a pressure davrelation from Singket al.
(2006) and a suggested present method of estimptegpsure drop over packed
beds.

3.3.1 The Darcy and Forchheimer flow regimes

Terblanche (2006) writes the Darcy law for creepvfthrough porous media as

-Ap/L=pv /K (3.10)

where K is the Darcy permeability coefficient of the madiuy, is the dynamic

viscosity of the fluid, andAp/Lis the pressure gradient in the streamwise
direction. The Darcy law only applies to creepihgnf in which viscous effects
are dominant, wherBg—0, known as the Darcy flow regime. At higher,Re
100) the intermediate Forchheimer flow regime isoemtered (Du Plessis and
Woudberg, 2008). The Forchheimer deviation of thacdy equation is (Du
Plessis, 2002)

~Ap/L = Ay, +BY," (3.11)

Here A and B are experimentally obtained coefficients for thedmm, andc is
usually in the rangd.6<n< 2.C. This equation is intended to include nonlinear
behaviour at higher flow rates and Reynolds numb&csording to Du Plessis
(2002), the cause of this nonlinearity may be tlebce, microscopic inertial
forces or microscopic drag forces. However, hestiat this is a debated point.
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3.3.2 The Ergun equation

Du Plessis and Woudberg (2008) give a simplifiedivdéion of the Ergun
equation: For laminar Newtonian flow in the Darcygimee, the Blake-Kozeny
equation gives an estimate of pressure drop ifidkedirection:

_Ap _150(1-¢&F Vs

3.12
L &l D? ( )

The Burke-Plummer equation models the Forchheimeme®f inertial flow,
(now generally accepted as being laminar flow)usbulent flow, to account for
the non-linear behaviour observed at higher Reymolanbers: (see section 3.3.1)

2
_%:1_75@& (3.13)
L e D

Ergun (1952) combined the Darcy and Forchheimer femuations by simple
addition:

—£)2 UN - V2
_4p :150@‘“—2% 1.75(1_3‘9) PiVs (3.14)
L £ D £

As can be seen from the term, the right-hand term is insignificant at |@aw
speeds, but becomes dominant at high flow speeds. |&ft-hand term is
significant in the Darcy regime (smdle,close to 0), and the early Forchheimer
regime up toRe =100 After this the right-hand term becomes the oveérgd
term. The coefficients 1.75 and 150 are sometirtiesed for different materials.

The Ergun equation may be rewritten in terms aiaién factorfe: (Bennett and
Myers, 1962)

f =

er

3
% De (3.15)

Vszlof 1-¢)

where fe, is the friction factor according to Ergun (195%ho proposed the
relation f, =1.75+ 150/ Rg . Ergun uses his equation in the,R@nge from 0 to

approximately 3000. The exact range within whidis ialid is not clearly stated.
The Ergun equation has been evaluated as beirgflesatiry, although limited to a

certain porosity range as a result of the assumgtad straight parallel internal
passages (Diedericks, 1999).
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Some of the shortcomings of the Ergun model areudssd by Du Plessis and
Woudberg (2008): Its derivation was based on dtitgigrallel internal passages,
which in a randomly packed bed they consider ummesse. The use of a
turbulent flow model to describe the Forchheimemfleegime appears to be
incorrect, as the flow in this region is generallgcepted to be inertial laminar
flow, not turbulent flow. The coefficients of thedtin equation were obtained
empirically, so the equation is strictly only validr Newtonian fluids flowing
through beds of similar porosity to those from whibe empirical results were
obtained. Finally, the coefficients are often used ‘taning factors’ to get
guantitative agreement with other experiments. Thisot ideal, in that it shows
an incomplete model or a possible lack of undedstanof the flow conditions.

3.3.3 The Representative Unit Cell model (RUC)

The RUC (representative unit cell) model for gramuporous media avoids
‘tuning factors’; it is valid for porosities fromero to one, and takes into account
the physics of the flow in the pore spaces morefadly. It produces results that
are similar to those obtained from the Ergun eguatn the region where the
Ergun equation is generally accepted and used (BssRland Woudberg, 2008).

The RUC model is based on what is known as a reptatve unit cell, shown in
Figure 3. The definition of the RUC, given by Du Rissand Woudberg (2008),
is “the smallest rectangular control volume intoiesththe average geometric
properties of the granular packed bed are embetBapire 3 shows this control
volume, with the solid volume ¥/the total volume (solid and fluid)yand the
fluid volume M. d represents the side length of a cubic RUC, &ndpresents the
length dimension of a solid cube within the RUC.
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Figure 3: Diagram of RUC

The relationship between the cell length and thiel sabe length, for an isotropic
medium, is given by

d, =(1-¢)3d (3.16)
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The value ofds is equal to the hydraulic diameter of the solidtipkes, D, as was
explained in section 3.2.1.

Diedericks (1999) derives governing equations -etam the RUC model — for
the three groups of porous materials: foam, grarand tubular porous materials.
The assumptions underlying these equations arethbdluid is Newtonian, and at
constant density and viscosity. It is assumed thatflow is time-independent
(steady state). In addition to this, the flow iswased to be laminar, local flow
separation may occur within the microscopic chasnahd a no-slip condition
applies at the fluid/solid interfaces. Du Plessid Woudberg (2008) use the RUC
to predict pressure drop for Reynolds numbers tpgo= 10 000.

Du Plessis and Woudberg (2008) define a drag f&ctor
—% = U v,F (3.17)

where, in a randomly packed isotropic granular beid,given by:

4
Fa = 254(-6)° . c-e)  pvd,

= 3.18

Q--£)*)1- @-eY3} Z@E e ] H (518)
Diedericks (1999) states that for two-dimensionalfover a cubegcqy may be
taken as 1.1. More recently, however, Du Plessis \&lodidberg (2008) have
suggested that a value of 2 or 1.9 is more ap@tgpforcy for packed beds, while
Du Plessis (2008) recommended the use of 1.9. Asaptd Du Plessis (2008),
the exact significance afj is still being examined.

The RUC pressure drop equation in terms of thagka®Reynolds number is

_Dp _ A4V { 25.4(1-¢ )" L G-¢g)

Re} (3.19)
L d? | Q-@-&)*)A- @-ey?yY @& Eey?y °

This is applicable for isothermal pressure dropraéed. If the air temperature
changes significantly over a packed bed, averagaraperties are used.

3.3.4 Equation of Singhet al.

Singhet al. (2006) present a correlation, determined from arpamntal results on
packed beds consisting of differently shaped materiwhich depends on a
sphericity factony. The sphericity is defined as the ratio of thefesrer area of a
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sphere (having an equivalent volume to the pajtide the actual measured
surface area of the particle, ¢r= A / a,. The correlation is

fs — 4.466 R%_O'Z(//M%g_ 2.948, 11.85(lag 2y (3.20)

where the pressure drop is calculated frap= f.LG’ /[p, D] . This correlation
was obtained for an equivalent spherical partide.s

The pressure drop equations of Ergun, Du Plessisdoudberg, Singh, and the
present method ignore momentum effects from acateber and deceleration of
the air through the bed caused by changes in amsitye from changing
temperature. If air is heated as it passes thraugfarged bed, the air density will
decrease and the air will accelerate through tlde tesulting in a higher pressure
drop over the bed than would occur under isotheoatitions. When the air is
heating the bed, the air will cool and increaselensity as it passes through the
bed, resulting in deceleration of the air througk bed. This will result in a
smaller pressure drop over the bed. The relatiymance of this is likely to be
influenced by the magnitude of the change in teatpee of the air over the bed.

3.3.5 Present method

A method of analysis suggested by Kroger (2009)pi@dicting pressure drop
over a packed bed is the well known relation foesgure drop along a pipe:
(White, 2003)

Ap=0.5f p,u’Ax/d (3.21)

d; is the hydraulic diameter of the pore space (“tuletween the rocksAx
represents the length of this pore space througbhhwthe fluid flows. Based on
the RUC model, the path length for fluid flowingahigh a staggered granular bed
of lengthL will be Le=L+(L/d)d¢2 (Terblanche, 2006). The friction factor (in pipe
flow) f, for laminar flow, can be obtained frofn=c/Re=cu, /p,u d, wherec

iIs a constant for a packed bed, which may be d&tednfrom isothermal flow
tests. Blasius (White, 2003) presented the appratiim f=c/Re>? for turbulent

flow (c = 0.316 for a smooth pipe at pipe diameter Reynaldsbers between
4000 and 1Y). At even higher Reynolds numbers, the frictioncdiees

independent of the Reynolds number &rsdconstant.

Temperature change, and the effect on fluid pregertan be taken into account
by expressing fluid density and viscosity as fumtsi of pressure and temperature.
The interstitial velocity can be written in termitbe mass flow rate, sinag =

vde andv,=m,/ Ap,. Since p, = p,/ RT,, where R is the gas constant (for air,
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287 J/kgK), the pressure drop can be written agnation of air temperature,
assuming the fluid pressure is approximately theesas atmospheric pressye
The air viscosity is a function of the air tempearat if a power law
approximation can be used, whefe gT{, then the pressure drop may be written
in terms of the temperature and pressure of théraihe given domain, a value of
3.75x10 for g and 0.683 fob provides a close approximation.

Let the friction factorf be equal tocR€, where z is some constant and
Re=m,d /[Ag&u,]. For laminar flow in a smooth pipes -1; for turbulent flow,
the Blasius equation gives a valuezef-0.25 (c=0.316 for a smooth pipe); and
fully turbulent flow at high Reynolds numbers idd@pendent of the Reynolds
number; that isi=c andz=0. Substitution into (3.21) results in

md T [ m T
Ap/ L = f /2 3.22
Prk C[Ase } g [pf/v} “ 922

When multiplied out and simplified with the abovepaoximations for viscosity
and density, this results in

Cl"nr 2+zqz—1 I-e R-If-

AD =
P oA e (gT )y,

= CQGZ+Z-I-fl_bZL (323)

cRd*(1+ D/ 2d)

wherec, = 227797
a

For laminar flow, z = -1 and this reduces to théofeing expression:

Ap=c,GT L (3.24)

where ¢, =cgR1+ D/2d)/2 p ¢fe is constant for a given packing under

constant atmospheric conditions. This suggests tthatpressure drop over a
packed bed is dependent on the fluid temperatuaehigher power than 1. It may
be inadequate to use average air properties agparoxamation for the whole bed.
If turbulent flow is assumed, and the Blasius ioitrelation is used, (3.23)
becomes:

Ap - C2(31.75-|-f 1.171L (325)

wherec, = cg””R1+ D/2d)/2 g ¢*¢*"
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At higher Reynolds numbers, where the friction dadtbecomes constant and
independent of the Reynolds number (that+%))

Ap=c,G°T L (3.26)
wherec, = cR1+ D/ 2d)/2 g e’

It can be seen that the pressure drop from turbdlew is less influenced by
variation in the temperature of the fluid than pessure drop from laminar flow.

The parameters i, will be constant for a given system, if the pressdrop
through the bed is negligible in comparison to #mebient pressure. The only
unknown is the friction related coefficient, which can be determined
experimentally, by means of isothermal tests, fgiven set of rocks. Once this is
known, equation (3.23) can be used to predict presdrop over a packed bed at
different temperatures. Since it is a function oidvdiameter dand void fraction,

it might be applicable to different rocks sizes.

Pumping power required to force air through the bad be estimated from the
pump hydraulic power equation (Ramadsdral.,2007):

P, =Apm, / p; (3.27)

The pumping energy Ws the pumping power multiplied by the time overieh
the power is used.

The pumping power may be rewritten as a functioteofperature, from equation
(3.23):

P =Apm /p, =¢CG? T Lm RT/ p= c& T~ (3.28)

wherec, =c,RA./ p,
Pumping power for laminar flow is obtained with z&

P, =G T,2%%L (3.29)
Blasius smooth pipe turbulence with z = -0.25 gives

P, =G T, > (3.30)
High Reynolds number constant friction factor flamth z = O gives

P =¢GT L (3.31)
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Equation (3.29) shows that the pumping power thinodige packed bed is
proportional to the square of the mass flow rate &me 2.7 power of the
temperature. Clearly air temperature variation viifluence pumping power
through the bed and the assumption of an average ftemperature for the
calculation of properties through a packed bed matybe sufficient if there is a
large temperature variation over the bed. Howeawebulent flow pumping power
is less dependent on the fluid temperature thatansinar flow, as seen in
equations (3.30) and (3.31).

The pumping power requirements may be estimated ftgpical fan and
electrical motor efficiencies; Ramadan al. (2007) suggest the use of a fan
efficiency 7t 0f 70 % and a motor efficienaymoor Of 90 %. The total electrical
power required to pump air through the bed is

Pe = Pp /,7 farﬂ motor (332)

For a more complete analysis of the pumping powequired for a packed bed,
the pressure drop caused by pipe friction, bendso#imer fittings should be added
to the pressure drop over the bed. This is notded in this work.
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4 Thermal models

This chapter presents a brief list of some previgasgk on heat transfer in packed
beds, which is grouped according to the findingprablems encountered. Some
heat transfer correlations to estimate the heastea coefficient in packed beds
are presented, after which the governing equafrems some models are given.

4.1 Summary of previous work

Furnas (1930) tested heat transfer between gasnstrand beds of solids. He
heated different sizes of iron balls in a bed is ¢emperatures up to 750 °C.
Furnas suggests that heat losses from the testobién@ environment or the test
section wall heat capacity could be up to halfha total heat transferred by the
gas travelling through the bed.

L6f and Hawley (1948) heated and cooled packed bedgnitic gravel (uniform
sizes, between 5 mm and 38 mm diameter) with aeraperatures up to 120 °C
and superficial speeds between 0.09 to 0.49 m/s.td$t section was 0.94 m in
length with a cross sectional area of 0.072 bof and Hawley placed heating
elements with variable resistors around the tegi®eto balance heat lost to the
environment and test section walls. They usedhjiwood sheets with fibreglass
wool between them for the test section walls, ineffiort to reduce the heat
capacity of the walls. The heating elements reduttermal losses during
charging of the bed, but when the bed was discldagece there were no cooling
elements around the test section walls, it was datlvat the wall heat capacity
influenced the air temperature of the air exiting packed bed.

Chandra and Willits (1981) measured pressure drop #&eat transfer

characteristics of a packed bed of river gravel anghed granite, ranging in
equivalent spherical particle diameter from 9.9 t@a26.9 mm with air as the
heat transfer medium. The packed bed was 0.6 m langd the cross-sectional
area 0.31 x 0.31 m. The bed structure was builh wibod and insulated with
polystyrene on the outside to reduce heat lossadtmunt for the wall thermal
capacitance, each test was run twice in successidnonly measurements from
the second test were used, since the walls woulthéory be at an average
intermediate temperature. This has the advantaggeittiban be used for heating
and cooling, unlike the heating method of L6f andwhey. However, it is

problematic in that the rocks in the bed need tadaed to a uniform known
temperature between the tests.

Humid air can increase the thermal storage capa€ity rock bed, as rocks can
absorb up to 0.03 kg of water per kg of rock; desghis, Chandra and Willits
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found that, for their test between 15 — 90 °C, hesatsfer coefficients in the bed
are insensitive to humidity changes in the air Usedheating the bed.

Wall heat capacity and thermal losses were alsndaignificant by Beasley and
Clark (1984). Beasley and Clark tested 12.6 mmsgtasticles in a bed 0.62 m
long and 0.375 m in diameter, and include the &fe€ void fraction variation in
the packing, radial velocity variation, wall heapacity and wall thermal losses in
their two-dimensional analysis. They measured Sgant radial temperature
variation from the centre of the bed to the walithwdifferences over 5 °C at a
given axial position. They suggest this was a cgueace of having a large wall
heat capacity and high wall thermal conductivity.

Meier et al. (1991) insulated their test section internally axternally to reduce
thermal losses and wall capacitance, in additiométuding estimated losses in
their analytical model. Meieet al. present work on analytical modelling and
testing of high temperature packed beds of magmesilicate (porcelain) spheres
with air as transport medium. They tested spher@snin in diameter at
temperatures up to 700 °C in a bed 0.15 m in dianaatd 1.2 m in length.

Balakrishnan and Pei (1979a) provide a criticale@vof work undertaken prior
to 1979. They also examine various models for jptedj the bulk conductivity of
packed beds, and provide their own in (1979b), vathbrief examination of
radiation heat transfer between particles in the, la@d conclude that radiation
transfer of heat between patrticles in packed bedsrbes significant (compared
to thermal conduction between particles) at tentpega higher than 400 K, and
at 950 K the radiatioheat transfer between particles in the bed carsbegh as
the transfer by conduction between particles in teel. They suggest that
temperatures above 500 K require radiation to kernténto account in a “detailed
and sophisticated analysis”. In (1979c), they prese model that incorporates
axial (thermal) conduction, radiation transfer, wection transfer between solid
and fluid, and the effect of convection on conduttihrough the bed.

Jalalzadeh-Azaet al. (1996) tested a bed of 18.3 mm diameter zircordioride
(ZrOy) cylinders (thermal conductivity 2 W/mK, specifieat capacity 620 J/kgK,
density 5400 kg/) at mass fluxes of 0.43 and 0.26 kégmThe gas inlet
temperature to the packed bed (0.61 m diametecheea900 °C, achieved by
means of a gas-fired burner. They compared predistiwith and without
conduction effects between particles and radiatfiansfer between particles and
the heat transfer fluid. They conclude that “thdrmadiation and intraparticle
conduction do not play a major role in the ovehalat transfer in the packed bed
under the specified operating conditions.”. JalddtaAzaret al. (1996) do not
take radiation between particles into account y tensider that the temperature
difference between adjacent solid surfaces willsbeall enough not to allow
significant radiation heat transfer. However, iff@ient time is allowed this may
become significant.
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Schréderet al. (2006) tested a packed bed, 0.250 m in diametk0a®0 m high,
containing porous slate and wood cubes 5 — 10 mdiaimeter. They examined
the importance of radiation effects in the bedde whether it is necessary that
they be included in theoretical models. The masge were between 0.074 —
0.113 kg/mis at temperatures from 100 to 500 °C. They usedggih as the heat
transfer fluid. They found that at temperaturesvab®800 °C radiation effects in
slate beds could influence calculated results pyapmately 10 %.

Adebiyi et al. (1998) present work linked to that of Jalalzadeta#et al. (1996).
They state that radiation heat transfer betweeraihand the bed particles has a
negligible influence on the performance of the macked. They tested at mass
fluxes between 0.121 kgfmand 0.643 kg/fs and temperatures up to 1040 °C.
They use a correlation from Handley and Heggs (L8&9redicting the possible
influence of the particle thermal conductivity oedbperformance. They found
that, provided they kept to the requirements of twm@relation, particle
conductivity was relatively unimportant.

Adebiyi et al. (1998) calculated and measured bed efficienciesdan the First
and Second Laws for co-current and counter-curdéstharging of the packed
bed. In co-current discharge, the air passes throig bed in the same direction
as the charging air, while counter-current disceangans the discharge air passes
through the bed in the opposite direction to thargimg air. At a mass flux of
0.47 kg/nis they measured First Law efficiencies of approtalya 43 %
(predicted 44 %) for counter-current discharge 38&6 (predicted 35 %) for co-
current discharge. The measured Second Law efti@srwere approximately 49
% (predicted 51 %) and 50 % (predicted 46 %). Tloeyd that counter-current
recovery from beds can result in a peak Secondéféisiency up to 18 % greater
than that for co-current recovery.

Singhet al. (2006) examined the effect different shaped pagi€T-joints, bricks,
cubes and spheres, diameter 125 - 186 mm) havdeoiNasselt number and
friction factor. The tests were at particle Reysoltimbers between 1000 and
2200, in a cylindrical packed bed of length 0.75and diameter 0.60 m. They
defined a sphericity parameter to try to take extoount the shape of the object —
a sphere has a sphericity of one, while other gdagihave lower sphericities — an
ordinary brick has sphericity of 0.72; a cube (a8d a T-piece 0.55.

Singh et al. (2006) found that the Nusselt number decreasespaericity
decreases from 1 to 0.8, and then increases asptiexicity drops from 0.8 to
0.55 — the measured Nusselt numbers for a spheatid.55 are similar to those
for a sphericity of 1. Singkt al. consider this variation to be due to flow effects,
and the available surface area of the solid on hvhgat may be transferred. The
reason the Nusselt numbers increase at lower sgiesiis thought to be the
influence of sharp corners and consequent turbaleimc addition to the larger
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surface area available for heat transfer. Voidtioacalso has some influence on
the Nusselt number, as it affects the air passtigesgh the solid, and hence the
area of contact between the fluid stream and tbkipg material.

Schréderet al. (2006) and Peterst al. (2003) model the bed as a collection of a
finite number of particles. According to Petetsal. this method of calculation
has the advantage that only single particle modelse to be validated
experimentally, instead of an entire packed bedehod

4.2 Heat transfer correlations

A selection of different heat transfer correlatiomgailable in literature from
previous work are discussed in the next few pages.

4.2.1 Void fraction / Reynolds number correlations

Shenet al. (1981) performed low Reynolds number tests (betvieand 229) on
1.3 and 2.7 mm glass beads packed into a 63 mrdeirdiameter polystyrene
cylinder. They suggest using a correlation by G(t®i78), valid for porosities
between 0.35 and 1, and Reynolds numbers upto 10

Nu:%:(7—105+3‘2)(1+ 07Rg™? PF°§ (1.33 24 k3 )R¥ P

f

(4.1)

whereNu is the Nusselt numbePr the fluid Prandtl numbeh the surface area
based heat transfer coefficient dathe fluid thermal conductivity.

The equation of Gunn (1978) is intended to combiime interaction between
convection, conduction and inter-phase transfeluting diffusion effects. At a
flow rate of zero, it predicts a minimum Nusselther of four. Shet al. state
that, at low Reynolds number flows, they prefer mimum number of two,
although they consider this difference from a vabfidour not to be practically
very important, since the “particle-to-fluid heaansfer cannot be a controlling
step in the overall process at low flow rate”.

According to Gunn (1978), “Experimental measuremmeot heat transfer to
particles in fixed beds [at low Reynolds numberpwleither a constant value of
the Nusselt group as the Reynolds number is redumredf axial dispersion has
been neglected, the Nusselt group decreases td fawan, Wakao (1976) and
Wakaoet al. (1979) are of the opinion that Nusselt numbersesb are a result of
neglecting axial thermal dispersion/diffusion byndactance in the bed. These
effects are significant in low flow rates foundtime O — 100 Reynolds number
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regime. As Rg—0, there is a scatter of over two orders of magieitin the
calculated fluid/solid Nusselt numbers, from as 0.1 to 12.4.

Wakaoet al. (1979) have presented a correlation that is ctedefor axial fluid
thermal dispersion:

Nu=hD/ k =2+1.1Pt'"® Re*® (4.2)

This is valid for 15< Rg, < 8500 Wakaoet al.do not appear to state whether this
is only for a specific void fraction or if it is ppcable to any void fraction. Nsofor
and Adebiyi (2001), when referring to Wakab al. (1979), present the same
equation asNu=2+1.16(1-£)f° Pr'® Re*, while Schrédeet al. (2006) use

the form as given by Wakaai al.

Dixon and Cresswell (1979) pursued a theoreticahow for the prediction of
heat transfer in radial packed beds. The correldtiey suggest is valid for Re
100 and a bed to particle size ratio > 8.

Nu= h_D = 0.255

K; E

Prt/3 Rep2’3 (4.3)

ki is the fluid thermal conductivity.

Chandra and Willits (1981), from their tests onkscobtained the following
correlation for the volumetric heat transfer caaéinth,:

h,D?/ k, =1.45Re"’ (4.4)

which is valid for the Reynolds number range ofrthests: 100 < Re<1000. The
volumetric heat transfer coefficient is relatedth® surface area heat transfer
coefficient by the expressidy = ha, wherea is the particle surface area per unit
volume of the packed bed is defined asa=AdJV, and V, = VJ(1-), so
a=6(-¢&)/D for spheres or cubes.

Aly and El-Sharkawy (1990) recommend
h = 700(% Y (4.5)

G is the mass flow rate per unit area, or mass flefined asG = p, v,.

Singhet al. (2006) present a heat transfer correlation deperate the sphericity
w of particles. At a void fraction of 0.40 and R&000, they found that the
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Nusselt number could vary from approximately 220yfc= 0.8, to 350 fory = 1
and 0.55. They found that as sphericity decreaséui\b0.8, the Nusselt number
increased, until at sphericities of 0.55, the Nlissember was similar to that of a
sphere ¢ = 1). The volumetric Nusselt number correlatiorbafghet al.is

NU = h,* ¥ / kf =0.437 R%O'75¢/3'35£_ 1625,29.03(0g 2) (4.6)

h’ is the apparent volumetric heat transfer coefficigvhich includes the effect

of temperature gradients in large diameter materfalinite conductivity. The
definition is given by Sagara and Nakahara (1991):

h' =c,m NTU/ AL (4.7)

where NTU™ = 20NTU /(3B + 20 Yor a spherical solid an® = h, D /[4k (1-¢)].

The number of transfer units (NTU) in the packed edefined as (Hughest
al., 1976)

NTU =h,A.L/(h,c,) =h,L/(Gc,) (4.8)

This definition of NTU applies to the whole bedgdas used by several authors —
for example Sagara and Nakahara (19BIpay be written in terms tNTU as

B =D2NTU m,c,, /(4Ak, (L-£)L) = D*NTU Gc,, /(4k, (L-£)L) (4.9)

which allows NTU to be calculated directly fronNTU. The adjustment for
thermal conductivity by Sagara and Nakahara is dasethe assumption of a
quadratic temperature profile (distributed symnoaity around the particle
centre) within the solid. The value NTU can be substituted into the governing
equations (4.20) or (4.21) in placedTU as defined by (4.8).

4.2.2 The Lévéque analogy (friction - heat transfer corréation)

Martin (2005) uses the ‘Generalised Lévéque Eqnat{GLE) to predict heat
transfer from fluid friction. Martin (1978) has alsxamined heat and mass
transfer in packed beds at low Peclet numbers,exathined how void fraction
variation affects heat and mass transfer.

This analogy between frictional pressure drop aedt hransfer is an alternative
means for predicting heat transfer coefficientscaxding to Martin (2005) this
may be used for (amongst others) single spherdiadeys, and packed beds. He
plots results for Reynolds numbers up to, Rel0 000. The GLE allows the
pressure drop characteristics of the bed to be usedpredict thermal
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characteristics of the bed, which is convenieqrdssure drop characteristics are
already available.

The GLE is given by Martin (2005) as:

Nu/Pr'®=0.4038(% Hg d, /L %3 (4.10)

where Nu= hD/ k , X is the frictional fraction of total pressure drag;is a

hydraulic diameter defined for the GLE (see eque(hl12)).L; is a characteristic
length in the direction of flow; andHg is the Hagen number, defined as
Hg=p, (Ap/ AXY D/ . .

The Ergun equation is suggested for calculatiothefpressure drop and friction
factor; it is considered to give “very reasonabdsults” (Martin, 2005). The
equivalent particle diameter suggested for usdéssame as that from section
3.2.1: D=6/A,. For reasons already stated, this definition Ebf@matic. The

particle dimension (based on a volume equivalebedor this study) is therefore
based solely on the displacement volume of thaegbart

In the case of a packed bed of non-spherical sohtiatin definesL; as the
average distance between two ‘equivalent’ spherésa bed:

L, =D/1-¢&)*"° (4.11)
In this case the hydraulic diameter is defined as
d, = (2/3)Del(1-¢€) (4.12)

The ratiody/L; is a function of void fraction only:

d /L, =% (4.13)

The Hagen number may be written in terms of theukrgquation (see Appendix
C) as follows:

Hg =Re, [150(F¢ # 1.75 Re @e )& (4.14)
All that remains to make use of the GLE is to daiae a value fox:. The value
for a cube is 0.197, and the value for a spher@.4gl7. All of the values

determined by Martin (2005) for different shapedtipkes fall between these
limits. It should be noted that, as the spherioity particle is reduced below that
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of a cube £ 0.8), it is possible that the Nusselt number widrease, as found by
Singhet al. (2006).

4.3 Governing equations

4.3.1 The Schumann model and assumptions

The 1929 Schumann model for modelling thermal bihavof packed beds, as
found in Hughest al (1976) or Sagara and Nakahara (1991), is considerée
the classical analytical model for thermal behawiotipacked beds. It assumes
that the bed material has infinite conductivitytive radial direction; there is no
temperature gradient within individual particldse fluid is assumed to be in plug
flow; the bed material has no conductivity in th@ahdirection; no axial thermal
dispersion or conduction occurs in the case offltid; the system has constant
properties; no mass transfer occurs; and no heaesoto the environment occur
(Hugheset al, 1976). It also ignores radiation transfer betweenfluid and solid,
and between particles in the bed, which is an agBam not often listed in
literature.

The Schumann model for the packed bed makes utde dbllowing equation to
predict fluid thermal behaviour:

- b f s .
ot OX  £Cy Py

It is easier to write this in terms of the supediic/elocity vs, which is achieved
through multiplication by.

oT, oT,
é’Cpf pf F = —VSCpf pf W - ha(Tf _TS) (416)

The solid phase equation of the Schumann model is

0T, _ ha
ot

(1-¢) (T =T, (4.17)

sI~s

Ts is the temperature on the particle surfaGethe fluid temperaturegy is the
specific heat capacity of the fluid. These equatioray be found in Hughes al.
(1976) or Duffie and Beckman (1991).

The validity of some of the assumptions of the $ctmin model is now
discussed:
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Thermal dispersion effects, according to Gunn aadSbuza (1974), Gunn (1978)
and Wakacet al. (1979) may cause “substantial differences”, pdgsver two
orders of magnitude, in experimentally obtained $¢ltsnumbers at low RBeof
the order of 100 or less). They consider it neagssainclude dispersion effects
in models for accurate predictions at low,R&akaoet al. (1979) suggest that the
thermal diffusion term (omitted in the Schumann elddhould be included in
order to accurately predict bed behaviour.

Torab and Beasley (1987) consider axial thermataotion through packed beds
to be small for “practical values of flow rate abhed size”. Axial thermal
dispersion is dependent on the extent of convedteat transfer, axial turbulent
dispersion in the fluid, diffusion through the posomatrix, and conduction
between particles (Torab and Beasley). Torab anaslBg state that analytical
model comparison with experimental data has shdwanhttirbulent dispersion and
diffusion effects are generally small, which med#ret the extent of axial thermal
dispersion depends on the convective heat transifficient and the conduction
between particles in the bed. Ramadein al. (2007) neglect the thermal
conductivity of the bed, based on the low thermaductivity of the material
used in their tests — limestone (1.3 W/mK) and gr#&9.72 W/mK).

Adebiyi et al. (1998) ignored axial thermal dispersion in thergpdalance of the
gas stream, based on the assumption that the Pectdier was greater than 50
(defined asPr, D, / A,).

Jalalzadeh-Azaet al. found that, for 18.3 mm ZrOparticles (k 2 W/mK),
neglecting temperature gradients within the pasiclvas reasonable for mass
fluxes between 0.265 — 0.442 kdgérand fluid charging temperatures up to 900
°C. In order to examine the effect of internal jgéatconductivity, Adebiyiet al
(1998) tested Zr@ and copper (Cu) particles s(B60 W/mK) subject to the
condition of Handley and Heggs (1969):

NTU _12(-£)A, k, L
Bi,, D, ¢, D

60 (4.18)

whereBip is defined a®iD/2k.. The difference in results between the Ze@d Cu
beds was negligible, which suggests that includimginternal particle conduction
in the model is not necessary, provided the cateproposed by Handley and
Heggs is satisfied.

Jalzadeh-Azaet al. (1996) do not consider radiation transfer betwganticles to

be significant, in the range tested — up to 900Swrodelet al. (2006) found that

at low mass fluxes (0.07 — 0.1 kdgfsh radiation between particles only becomes
significant at temperatures greater than 300 °Cwduld seem that if bed
temperatures are below 300 °C, radiation effecesdmeot be considered. It is
possible that they will need to be considered glhdai temperatures.
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Material properties are assumed constant in thgerarf temperatures. Hughes
(1975) makes the statement that “[air] propertyataoms are unimportant in low
temperature thermal systems”. He considers low ézatpres to range from 20 °C
to 150 °C. The Prandtl number varies less than lid%his range. He also
suggests that the Reynolds number may be calcuddtaal average temperature in
order to obtain average heat transfer coefficieiis (1999) gives the specific
heat capacity of air at 300 K as 1005 J/kgK, an80&t K as 1089 J/kgK. This is
of the order of 8 % variation over the range of pematures. However, the air
density varies from 1.177 to 0.442 kd/mver the same range. Adebigi al.
(1998) found that the thermal conductivity of zmaem dioxide particles (2
W/mK) varied almost 300 % between room temperadma 1000 °C.

A simplification may be introduced into the Schumamodel. According to
Duffie and Beckmann (1991) and Hughetsal. (1976), in the case of air, the
thermal capacitance termy, 00T, /9t may be neglected. In this case the fluid

equation (4.16) simplifies to

oT, h,

GX Vs Cpfp f

(T, -To) (4.19)

The volumetric heat transfer coefficidytreplaces the produbt.

Substitution of the expression foITU (4.8) into the simplified fluid equation
(4.19), rewritten in terms of the mass flow rateeg

al =&(‘rS -T,) :w('rs— T.) (4.20)
ox gL L

This may be altered to include losses to the enwment by means of an
additional term, as in Hughes al.(1976) and Duffie and Beckman (1991)

oT
] = NTU (Ts _Tf) + UP Tenv_ Tf) (421)
ox L My G,

where Teny IS the environment temperaturd; is the overall loss coefficient
calculated under steady state conditions at anageetemperature? is the bed
perimeter (assumed to be of the cross section).

The solid equation may be modified to a similanfdrsy means of a time constant
term used by Duffie and Beckmann (1991):
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_ pL(l-&)AL _ Mg, (4.22)
mf Cpf mf Q)f

wherem is the solid (rock) mass in the bed. When sulistkunto (4.17) this
gives

oT, _ ha w
r pa-g W (T (4.23)

4.3.2 The Effectiveness - NTU method of Hughes

Duffie and Beckmann (1991) suggest using the “Hifecess-NTU” method of
Hughes (1975), a numerical approximation relatethéoSchumann model.

The bed is divided (along the direction of flowjarsegments of lengthx. The
temperature of the bed is assumed uniform acrosh sagment. If the air
temperature is assumed to have an exponentiallgrbien the air temperature
may be found from the effectiveness-NTU equatiom &m evaporator or
condenser (Duffie and Beckman, 1991) — as foundiils (1999) (see Appendix
C). The fluid equation is given by

-NTU)
Tiin =T _(-I;j - Ij)(l_ € L) (4.24)

wherei represents the segment number being considerade SITU applies to
the whole bed, it is scaled kyx/ L (the number of segments in the bed) to give
an NTU value that applies to a single segment only.

An energy balance on the rock in the segment tesul

9= m o (T,- T)a- &™) (4.25)

m,, G

m is the mass of solid in the bed segment of lenithRearrangement and
regrouping of (4.25) gives

dT, _ L MGy

S

dt  Ax mc

T -T)a-e ™) (4.26)

where, since‘nsseg is the segment rock mass only, it may be expressttms of
the total bed rock mass ag_ = mAX/ L.
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4.3.3 Jeffreson particle conductivity adjustment

Both Hughest al. (1976) and Duffie and Beckmann (1991) discuss freadions
to this method in order to account for temperagrealients in the solid particles.
These gradients are generally ignored when the Bumhber is less than 0.1
(Mills, 1999). Duffie and Beckmann use a nB\WU term —NTU, — to replace the
original NTU term, used in equation (4.20) and (4.21), as fdlddeffreson,
1972):

NTU, = NTU/[1+ Bj, /5] (4.27)
where Bi, =hl/k_ = hD/ 2k.

Hughes (1975) and Hughes al. (1976) present a more detailed relation from
Jeffreson (1972) that includes adjustments forlakisgpersion and conduction in
addition to temperature gradients within particléscording to Hughes, this
correlation is valid up tdBip ~ 4. It allows the following assumptions to be
relaxed: infinite conductivity of the bed material the radial direction, zero
conductivity in the axial direction; fluid in plufiow; and no fluid phase axial
dispersion or conduction (Hughes, 1975). Accordmblughes, thé>e dependent
part of the correlation is not necessary unlesshitest transfer correlation used
was generated from a mass transfer experiment. JEffeeson (1972) model
calculates the new NTU as

1 _ D +(1+BiD/5),82
NTU, LPe NTU

C

(4.28)

where 8=V, /(V, +1) andVy is the ratio of thermal capacitance of the solid
packing to that of the fluid in the voids:

VH = pscs(l_ 8) /[pfcpfg] (429)
According to Jeffreson (1972peis based on the particle diametdowever, no
definitions for the characteristic length to useBinor Pe are given by Hughest
al. The general definition d?eis given by Mills (1999) as

Pe=RePr=u,l/a (4.30)

wherea is the thermal diffusivity of the fluid andhe characteristic size/length.
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An alternative particle conductivity adjustment I8agara and Nakahara is
presented in section 4.2.1, equations (4.7) an€),(4vith the heat transfer

correlation of Singlet al. (2006), which includes the adjustment of Sagaih an
Nakahara.

4.3.4 Continuous Solid Phase (C-S) model

If a diffusion term to describe thermal diffusiom the fluid is included in the
Schumann model, the governing equations are knawth@ Continuous Solid
Phase (C-S) model (Wakabal.,1979):

an — kef asz_u an_ ha
ot ec,p ¢ ° X £GP,

(T - 1) (4.31)

aax IS the axial fluid thermal dispersion coefficieartd may be obtained from the
expression

kef
(4.32)

ECp Py

a. =

ax

ke is the effective thermal conductivity of the fluid

The equation defining the solid thermal behaviouthie C-S model is

2
1) - ks 0T, ha

S — -T 4.33
* o o op T (4.33)

kesis the effective thermal conductance of the solid.
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5 Experimental and analytical method

This chapter presents the apparatus and measuremépment that was used for
the experimental measurements. The methods tondieethe rock properties are
outlined, and the uncertainties of the measurenegpipment are given. The
numerical method for solving the temperature dsition in the bed with the E-
NTU model is also presented.

5.1 Apparatus: wind tunnel layout and test section

All pressure drop and thermal storage measurenoentise rock-filled test section
were done in the low speed wind tunnel depicte&igure 4. The wind tunnel
draws air through it, the fan being situated ateki¢ of the tunnel. The fan is run
by a variable speed drive. Air passes through lanbelith air inlet at the entrance
of the wind tunnel, and then through a finned tbbadle heat exchanger, which
can heat the air up to a maximum of about 75 °@. figat exchanger is heated by
means of water from a boiler that can be heatedn@ximum of about 80 °C. For
this study the temperature was set at 70 °C. Some¢ographs are shown in
Appendix B.

The heated air flows into the test section packeld mcks. After the test section
it enters a mixer to mix the air prior to temperatumeasurement. In order to
measure the mass flow in the tunnel, there is & pléth five different diameter

nozzles in it. The nozzles may be selected in amytination by closing those not
desired with a plug. The static pressure drop dkernozzles is measured with
pressure transducers and converted into a massbffonveans of the correlations
presented by Kroger (2004).

Heat exchana ROCK  Mixer Nozzle Far
“ bec $
Air il N-

[y P —

6 F 4
i -$ %<4

m: e e D
T) .

Ap rock bed Ap nozzle

Figure 4: Wind tunnel layout (based on Kréger, 2004

The pressure transducer to measure the pressupeosr the rock bed was
attached to the two taps shown on the upstreamdamchstream side of the
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packed bed in Figure 5. The fluid temperature wassured with thermocouples
at the inlet to the bed, the middle of the mid, bleel exit, and after the mixer. The
thermocouples were placed as shown in Figure 5themd thermocouples (15,
16 and 17 not shown) were approximately 1.5 m @&rrithownstream, after the
mixer. Further detail of the instrumentation andadeapture unit is given in
Appendix A.

lT Heat exchanger Ap Pressure tap
I e A
P 1 L Air flow
by 2 direction
P 11 R
L 3 12
Lo 13
1 l' 4
Pl 14
| 5
¥ 0.015n 025n | 0.25n 03m
|A il il il | -

Figure 5: Thermocouple positions

Pressure and temperatures were recorded everydd@irgy the initial phase of
charging and discharging when the rate of temperathange was faster. Later
readings were taken every 60 - 120 s, and for rflasss under 0.7 kg/fs, the
final period of charging was only recorded everyd 24300 s. By way of
comparison Schrodest al. (2006) recorded temperatures at 180 s intervalewh
heating a packed bed for a duration of one hour.

The static pressure drop over the nozzles in thedwunnel is measured and
converted into a mass flow by means of the follgvaorrelation, from Kroger
(2004):

m, = G, YARPA B (5.1)

whereA, is the cross sectional area of the nozzles the air density at the nozzle
pressure and temperaturi, is the measured pressure drop over the nozglées

the gas expansion factoy,is the approach velocity factor a@ is the nozzle
coefficient of discharge. Further detail is givarAppendix F.

Slight fluctuations of the pressure measured olermass flow nozzle occurred
when the pressure rise over the fan was greater388 N/nf. This fluctuation
was approximately 3 % of the total measured pressand appears to have been
caused by the fan drawing air irregularly, presugals a result of low upstream
pressures. The correlation fGf in equation (5.1) is not valid at nozzle Reynolds
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numbers lower than 30 000. This means that it is pussible to accurately
measure mass flows lower than about 0.02 kg/s assiux of 0.1 kg/ffs in the
test section. For a bed of 40 mm particles, thiamsat is not possible to measure
pressure drop over the bed at particle Reynoldseusriower than 250.

The uncertainty of the mass flow measurement, asrsequence of pressure
transducer and area measurement uncertainty, wasae=sd by means of the
partial differential equation method found in Kigk1994). At a mass flow rate
of 0.02 kg/s through nozzle 1 (Re 30 000), the uncertainty is within about 4 %.
The uncertainty reduces as the pressure drop bgerdzzle increases — at a mass
flux through the test section of 0.35 kd#nit is within 2 %.

The dimensions of the test section packed withsauale shown in Figure 6. The
cross-sectional area of the wind tunnel on eaoh gidhe test section is the same
as the test section (470 mm wide by 500 mm high).

Since there may be wall channelling in a packed w&th a bed to particle

diameter ratio lower than 25, it is necessary mal fa means of reducing this in
order to obtain more reliable measurements. A lilexinsulation layer on the
wall surface may be used to reduce wall channelllitgs is the method used by
Handley and Heggs (1968), Jalalzadeh-Aetaal. (1996) and Nsofor and Adebiyi
(2001) and is the method that was chosen for thidys

A neoprene mat (7 mm thick) and layer of spongenf¢20 — 25 mm thick when
uncompressed) was placed on the bottom of theséeston. The side walls and
top of the section were covered with sponge foam 26 mm thick. This has the
disadvantage that it is only possible to estimateghe nearest 5 - 8 mm the
available cross-sectional flow dimensions, as thied compresses differently in
different places. Several measurements takenfateiiit positions around the box
inlet and outlet, and internally during unpackipgpvide an average width and
height. At temperatures much higher than 70 °Calgernative padding material
would be necessary, as foam will melt or disintegra

L =500
50C

cs

<

Flow
directior 470
. +—>

Figure 6: Dimensions of test section without wialiig
In order to obtain an estimate of the importancéhefpacking distortion caused

by the limited container dimensions, the rocks wen@moved from the bed and
repacked after one set of pressure drop measurenfenew set of measurements
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was taken with the new packing. The rocks were @adke same way for all
tests: the rocks near the edges were pushed tigidiythe wall padding to fill up
spaces at the side, but the rocks in the middkhetbed were not packed in any
special way.

A ruler or tape measure was used to measure thedeson dimensions and the
inner dimension of the test section with the wialing in place. The flexible wall
lining means that the inner dimensions of the sestion cannot be measured to
within more than 5 mm of the actual figure, sinbe tining compresses as the
rocks are packed in. This is of the order of 2 %eautainty of the available flow
cross-sectional area.

The following sections describe the means by whiah rock density, particle
size, specific heat capacity and void fraction wereasured. The final section
discusses the thermal cycling tests of the rocksdangl samples.

5.1.1 Weighted patrticle size, volume and density

The massns and volumeV/s of sample rocks was measured. The uncertaintyeof t
displacement volume of a single rock, measured nnoadinary measuring
cylinder, was of the order of 4 - 10 %. In orderé¢duce this uncertainty for small
rocks, the total volume of several rocks (of simitaass) together was measured,
which reduced the reading uncertainty to 1 - 2 %the total volume. This
equivalent particle size is already an approxinmabbthe true shape of the rock,
so the actual uncertainty of shape remains unknown.

If the rock is modelled as a cube of equivalentiwme to the measured volurvg
the particle characteristic length is calculatexirfr

1
D=(V,)? (5.2)
This cube equivalent side length has been usechfoulating the particle size for

all rocks tested in this study. If a particle isdebled as a sphere of equivalent
volume, the equivalent diameter may be calculateoh f

D =2@3V, /4m)*"® (5.3)
This definition was used for the [spherical] gadilb tested.
The average particle size of the rocks was caledl&diom a weighted average by

converting the measured individual particle volunme equivalent cube lengths,
and then applying the volume weighted definitior8}3
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The volume weighting gives more weight to largertipkes, and is seen to
represent the effect of varying particle size am dlrerage dimension seen by the
flow, whereas the arithmetic average merely takés consideration the number
of volumes. As stated earlier, a weighted valusuiggested or used by Barreiros
et al. (1996), Russ (2006) and Woudberg (2009). The velwsighted definition
given in equation (3.8) is used to calculate therage weighted particle size for
this study. However, it is worth noting that thdfelient definitions listed in
section 3.2.2 gave values Dfwithin about 7 % of the volume weighted size. For
example, the values calculated for the 42 mm delevere between 39 mm for an
unweighted average and 45 mm from the definitioBD®{Souza-Santos.

Rock density was estimated from the massnd volumeVs of sample rocks and
the relation

P, =m,/V, (5.4)

For a large number of samples, a graph of rock msssfunction of volume was
plotted, and the slope of the best fit line throdlgle points used as the average
density.

5.1.2 Void fraction

The void fraction of the rocks was measured byiptastones in a cylindrical
bucket (in this case, 220 mm high and 282.5 mmiamdter) and then filling it
with water to the 220 mm mark. The total volumenatter to fill the bucket, with
stones in it, up to the 220 mm mark representsatad void volume in the packed
stones. This allows the void fraction to be caltadafrom its definition, since the
water volume represents the void volume betweerrdbks. This is the method
used by L6f and Hawley (1948).

This method of measurement has the disadvantageetige effects from the
bucket wall will cause packing disruption at thgesl and hence result in a larger
void fraction than is actually the case. Howeveitheut rigid walls, it is not
possible to measure the enclosed volume accurately.

The void fraction was also calculated based orvtleme of the test section and
the volume of the rock in the test section (cal@ddgrom the measured rock mass
and density). However, with the edge packing alfpilexible conditions at the
walls, it is not possible to give a definite measnent of the volume in the box
which was available for the rock to occupy. Desfiis, this method was chosen
as the preferred method of estimating the voidtiipac
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5.1.3 Specific heat capacity

In this study several small rocks (< 30 mm) of eemtk type were selected and
weighed, and their initial temperature measuredeyThvere placed in a

polystyrene container with warm water, the initehperature of which was about
65 °C. The temperature of the mixture was measafrédervals up to a maximum

of 20 minutes from the mixing time.

The energy lost from the water may be calculatedtesthe specific heat capacity
of water, the mass of water, and the change in ¢eatpre are all known or
measurable. This must be equal to the energy gdipetie rock, if there are no
losses to the environment. The rock mass and changemperature are also
known, so the specific heat capacity may be catedl&om:

m,GAT, = M T (5.5)

This method requires that the container in whiah thck and water is placed is
well insulated and does not lose heat to, or gast from, the environment. The
polystyrene container was tested to take into ciemation thermal losses to the
environment. The container was filled with waterahabut 50 °C - at a similar
temperature to that which the rock — water mixta@ched soon after mixing took
place. The total heat lost to the environment walsutated and subtracted from
the change in energy of the water when the rock ¢egaacity was calculated from
equation (5.5).

5.1.4 Thermal conductivity

There are different methods for measuring therroatdactivity of rock samples,
one of which is given in Appendix E. In this stuthe thermal conductivity was
not measured.

5.1.5 Thermal cycling resistance of rock samples

Samples of slag and rock were thermally cycled betwroom temperature and
510 °C in a Gallenkamp high temperature oven terdehe their ability to
undergo thermal cycling without fracturing. The pwsas pre-heated to 510 °C,
and the rocks were placed in it for approximatéydinutes and then taken out to
cool in ambient conditions — about 25 °C — for 4iutes before being replaced
in the oven. This was repeated for several weeks.
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5.2 Numerical and analytical method

The Hughes E-NTU model was used for all temperatateulations. The air inlet
temperature to the bed during charging in the E-Nwmabel is a best fit of the
measured inlet temperature to take into account d¢hange of the inlet
temperature with time. An average mass flow ratesed, and the air density and
viscosity is calculated as a function of tempematur

During discharge of the test section, the air itdetperature is the air temperature
upstream of the packed bed, and the inlet andtoatheain in the same positions
in the numerical model for the test section. HowgeWer large bed predictions,
where the flow direction during discharge is reedrand the air flows into the
bed from the charging outlet, the inlet and outleitch positions. This change in
inlet and outlet position is achieved by switchthg segment positions, and the
associated fluid and solid temperatures, around.

The Hughes E - NTU model is written in the formaofiested loop, with the outer
loop incrementing time steps, and the inner lo@pamenting segment positions.
The 0.5 m long bed is divided into approximately segments along its length.
Time increments less than 5 s at 0.47 Kg/mdid not affect the calculated
temperature profiles. Appendix D contains a plothef time step dependence of a
calculation at a mass flux of 0.47 kgénTime steps of 1 - 2 s were used for test
section calculations. Appendix D also containsa pf segment size dependence
of predicted temperatures over a large packed bed.

The finite difference computation method used twves@quation (4.26) is that of
Duffie and Beckmann (1991). Euler-stepping is uasdn approximation for the
derivative. The notation below uses a superscrptd represent the next time
step values. The time derivative from (4.26) isragpnated by

dTS - (TsTi _Ts,i)
dt At

(5.6)

Duffie and Beckmann also suggest that the bed teatyeTs; in equation (4.26)
is represented as the average temperature ovénitieetime interval, given by

Ts,i,avg = (Ts+| +Ts,i )/2 (57)

This allows the change in the solid temperature twe time step to be taken into
account. If these two approximations are substitutéo equation (4.26) the
following is obtained:

T, + -NTU(X

. -
=T =0 5 (T - e ) 589)
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This may be rearranged to provide an explicit eéguaior the temperature of the

AX
L . : ~NTU(Z)
solid in a given segment at the next time step,repe=1-e L

been substituted to simplify the expression:

andt have

TS||:1_A2tALl,7:|+Tf||:At1 }
+ X T T
T, T (5.9)
1+= —=
2 AXT

Hughes (1975) points out that, since the componientise system all have time
constants, it is necessary for the finite diffeeetime step to be less than the time
constant of a component if it is necessary to mduekransient behaviour of that
component. Kulakowski and Schmidt (1982) used 10 segments and up to 14
400 time steps in a numerical solution of the Scumequation. They do not
specifically state what time period this covereal few hours, or a full daily cycle.
Presumably the time step fell in the range betw®2b s (for a 1 h cycle) and 6 s
(for a full 24 h day cycle). Sagara and Nakaha®{) used a time step of 0.3 ms
and 16.7 mm segments. Mawie¢ al. (2009) found 30 s time steps adequate.
Time steps of 5 s or less were found sufficientlyall to describe the thermal
behaviour in the experimental bed used for thiglystd'he large bed predictions
were based on time steps of 1 s or less. The antaile steps for the large bed
were found necessary for the simulation of the aigmk charging and discharging
process, where the output from the previous stepusad as an input for the next.
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6 Experimental measurements and predicted results

This chapter discusses the experimental resultd, campares them with the
equations presented in earlier chapters. Somalirfindings are presented in
section 6.1 and the measured rock properties aéybdiscussed in section 6.2.
The measured and predicted pressure drop throdfginesit sets of rocks and a set
of spheres is discussed in section 6.3, while @edi.4 presents thermal test
results. Section 6.5 concludes with findings framarmal cycling of rock and slag
samples. Sample calculations for sections 6.3a6d6.5 are in Appendix .

6.1 Initial tests and findings

The first rock tested was sandstone, a sedimentacl(, with a density of
approximately 2200 kg/fn The rock size was roughly 18 mm in equivalent
diameter. The wind tunnel wall was not insulatedtio@ inside. The following
points summarise the initial findings:

There was significant heat loss from the air stréarthe wind tunnel walls. The
walls need to be insulated on the inside — theprbsufficient heat to introduce
noticeable thermal losses, particularly at masseiu< 0.4 kg/ffs. When the bed
outlet temperature was 70 °C, thermocouples 1.5omndiream of the exit
measured temperatures up to 8 °C lower than thmlactitlet temperature. This
may be partly reduced by placing thermocoupleseclts the outlet of the bed,
although this limits the amount of mixing that castur in the air exiting the bed.

A characteristic of the layout of the wind tunnglthat, as the air temperature
passing through the fan changes, the mass flow alaéeges. The measured
difference in mass flow between the start of chraggihere the air through the
fan is at room temperature and the end of a tdstrevthe air is between 60 — 70
°C is between 7 % and 9.5 %. It is possible thatrttass flow in the numerical
model will need to be approximated by a best-fiveuather than an average.

The time delay between allowing warm water throtighheat exchanger to warm
it up and starting the wind tunnel results in tbheks heating slightly from natural

convection before the wind tunnel is started. Tihathe time from start of heating
is not the same as that for the numerical model.

6.2 Measured rock properties

The first set of rock tested in detail was a deffise-grained black shale from
southern Namibia. It is referred to as shale omiN@an shale’. The second set of
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rock was a granite consisting of quartz, mica aossbly feldspar, from the farm
Welbedacht (Kleinberg) roughly 40 km northeast aiv@ia in the Hantam
mountains. It is referred to as granite or ‘Calamigranite’. The third tests were
on a fine-grained dolerite from the R27, 40 - 50 &outh of Kenhardt in the
Northern Cape. It has a smooth dark outer surtheedark colour being partly as
a result of polishing by wind-blown sand, and a#s a result of manganese
content. There are dolerite intrusions throughdw@ Karoo. Dolerite is from
solidified magma, with a melting point of the oraérl0’ °C.

These rocks were identified in the Geology Depantmef Stellenbosch
University. The measured results for the rock types summarised in Table 4,
and are followed by a brief explanation. The praguccs for all tested rocks is
greater than 2 MJ/fK, above the minimum of 1 MJAM suggested by
Ozkahramaret al. (2004). It is larger than that of thermal oil (IM3/m°K from
Table 3) and similar to salt and concrete.

Table 4: Measured and calculated rock properties

Material Ps Cs, J/IkgK € D, m Ps Cs,
kg/m?® 45°C (+ 0.008) MJI/m 3K
Shale 2750 820 (64) 0.381 0.0426 2.3
Granite 2893 845 (40) 0.395 0.0655 2.5
Dolerite 2657 839 (41) 0.385 0.0422 2.2

172 kg of shale was placed into the test box. Q% rocks with a total mass

over 18 kg (more than 10 % of the rocks in the sesition) were weighed in

groups or individually and their volume displacemerasured. The shale density
measurements are shown in Figure 7, and the unteeigind weighted particle

dimensions are summarised in Table 5.
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Figure 7: Shale: density measurement
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Table 5: Summary of shale dimensions

Average particle Cube dimension, mm | Sphere dimension, mm
volume, ml equation (5.2) equation (5.3)
52.5 (unweighted) 37.4 46.4
77.1 (weighted: eq (3.8)) 42.6 52.8

The void fraction was calculated based on the neettescribed in section 5.1.2.
The measured void fraction for the shale is 0.38is value falls within the range
found in literature (0.36 — 0.41 — see Beasley @tatk, 1984) for randomly

packed uniform spheres or broken solids.

Nine tests were done with different rocks to meadhe specific heat capacity of
the Namibian shale at an average temperature e483°C. The average value is
820 J/kgK with a standard deviation of 64.

The total mass of the granite in the test sectias /72 kg, and 26 kg of samples
were used to estimate the average rock densityyrsh Figure 58. The density
plot is included in Appendix G.

The total mass of dolerite in the test section Wés kg, and 22 kg of rocks were
used to measure the density and size of the robk. density plot is also in
Appendix G.

6.3 Pressure drop

6.3.1 Test section influence on pressure drop

The test section box was tested when empty in cdeletermine the pressure
drop across it. This is about 15 Pa at a massdfu& kg/nfs, under 2 % of the
average measured pressure drop for all of the tygumds tested (at a similar mass
flux). Given the irregularity of the rock shapedahe void fraction measurement
uncertainty, this is negligible. Further detail nt/seen in Appendix H.

6.3.2 Comparison with predictions, repeatability and edgeeffects

The RUC and Ergun model were used to predict presdtops for measured
mass flows based on the equivalent average volugighted cube length. The
Ergun model and correlation of Singit al. was used with the same particle
dimensionD as the RUC model. The rocks were packed in alimatlg to reduce
the channelling at the edge of the rocks. Two d$elis of pressure drop readings
were taken with the box lining in place. The roeksre removed and repacked
between the first and second set of readings,derdo check the repeatability of
packing of the rocks in the test section. The Walhg was then removed and a
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further set of pressure drop measurements takdeteymine the influence of the
lining on the pressure drop through the bed. Theokal of the lining increased

the cross-sectional area of the box for air flonalpyproximately 8 %, which must

be compensated for before comparison with the nmmedsuressure drop while the
padding was in place. This is done by plotting pnessure drop as a function of
the mass flux, or the Reynolds number, which demendross-sectional area.

Figure 8 shows the influence of the wall paddingtloe measured pressure drop
for the shale. The measured pressure drop withaddipg is only 65 — 75 % of
the average pressure drop with padding in plader abmpensation to take the
change in cross-sectional area into account. Tfiereince in recorded pressure
drop from repacking, also shown in Figure 8, isobeB % of the first set of
readings. The container to particle size ratiotf@ 43 mm shale is between 11
and 12, so this variation is not unexpected. Adargpst section with a ratio
greater than 20-25 should allow a sufficient numbkparticles to reduce this
percentage further. The ‘original packing’ test waigh the rocks in the same
packing condition; after which the rocks were repwvand repacked. The
unpadded set is the measured pressure drop witih@wtall lining in place.

1800 - : 3
+ Original packing :
1600 e Repacked Y 3 -
14001 x unpadded /AN
1200{ —RUC (Du Plessis and Woudberg, 2oo§).‘..E ________________
o~ - . X
§ 1000 Ergun (1952). . . AR S S
Z s s s 3 SN
g 8006 """"""""
0 B R 2% e e K
400 --------------------- i S
200 eeereeeeeeenfer ez S Ko T SN ST
0 f—WWW T \ T T
0 0.5 1 15 2 25 3

Air mass flux, kg/m?s

Figure 8: 43 mm shale : edge effects and repeayafil, : 23 °C; p: 100.3 kPa,;
padded As 0.435¢0.460 nf)

Figure 9 shows the results from the larger 66 manigg rocks. These had a
container to particle size ratio of roughly 7, $oisi expected that noticeable
variation could occur with repacking — a changé¢hi position of even one rock
can have a significant influence on the flow chtastics of the whole bed. The
measured pressure drop after repacking the rocks is25 % lower than the first
set of readings. This is larger than the differeab&ined for the 43 mm shale,
which had a larger container to particle size ratiith the wall lining removed as
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before, the recorded pressure drop was 35 — 45 %heofaverage drop with

padding in place. It is expected that the paddiogld make a bigger difference
with larger stones, since there are larger gapsdmst the stones and the walls
with large stones than with small stones.

1800 - - re
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1400 1" x Unpadded ’ AR
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Air mass flux, kg/m?s

Figure 9: 66 mm granite: edge effects and repdaiafi , : 24 °C; p: 100.4 kPa)

Figure 10 shows the pressure drop over the packddablower flow rates. It is
plotted in terms of the inverse of dimensionlessspure drop and the particle
Reynolds number. This figure shows mass fluxes éetwd and 2.5 kg/fs. The
difference between the predicted pressure droptlamdneasured pressure drop
where Rg < 3500, not visible in Figure 8 or Figure 9, ismm@asily seen in the
dimensionless format. The RUC and Ergun presswp dredictions tends to be
below the measured pressure drop.
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Figure 10: 43 mm shale pressure drop detail
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The dimensionless pressure drop is influenced bywtitertainty of the mass flow

and area measurement in addition to the test septiessure drop measurement.
For the shale the uncertainty is greater than 1818 mass fluxes lower than 0.2
kg/n?s (Rg < 500).

Where Rg < 3000, the difference between the predicted presdusp and the
measured pressure drop is between 15 % and 35 %%0(46r Ergun) of the
measured pressure drop. Above, R&8500 (vs = 1.4 m/s) this gap narrows until
Re, ~ 6000, where the predicted pressure may rise atteveneasured pressure.
Figure 11 shows this pattern also occurred withdivlerite and granite rock.
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Figure 11: RUC model comparison with measured presgrop

Wen and Ding (2006) measured the pressure drop avkeated cylindrical
packed bed of 5 mm spheres. They found that tharEeguation underestimated
pressure drop in a similar Reange. They suggest that the underestimate of
pressure drop at low Reynolds numbers may be duedge effects and
consequent void variation near the walls of the, lsedemperature change of the
air through the bed as the air is heated or codletever, the difference at lower
Re, may also be a consequence of the early onsetrbtilence, which will
increase the pressure drop through the bed. Thie,salthough smooth, was
generally in the form of flat wide particles, whitee granite, although more
spherical, was extremely rough. This may have ahusgher turbulence and
pressure drop through the packed bed. It is ndaicewhether form drag or
surface friction contributes most to the pressuopan this region.

The measured pressure drop over all three setsck$ lis shown in Figure 12 and
compared with the correlation of Singhal. (2006). The only input parameter not
known - the sphericity of the rocks — was estimabeded on the fit of the
correlation, so these plots should be considered fitelines for the measured
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data. All three lines are able to fit the measwutath with a sphericity of the order
of 0.55. The correlation of Singdt al.is dependent on the I'®ower of the flow
speed through the medium.
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Figure 12: Comparison with correlation of Singtakt(2006)

Figure 13 shows a comparison of the RUC model agaitrendline plotted from
the measured data, which shows how the weighted leundgth allows for a closer
correlation over the full range of pressures. Th#CRModel was examined with
the weighted and unweighted diameters, and wasdféarfollow the measured
data less closely over the whole range with the aigited cubic length.
However, a packed bed will probably be used at nilases less than about 1
kg/m?s, so it is more important to predict the pressiiop at low mass fluxes.
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Figure 13: Comparison of particle dimension defomit(shale; T : 23 °C; p :
100.3 kPa)
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6.3.3 Best fit present method

Figure 14 shows the values calculated fordefined in equation (3.23), from the
Namibian shale pressure drop measurements for reliffe friction factor
approximations (values of z). The flow behavioupesrs to be turbulent, with
friction factors larger than those predicted by ddla for a smooth pipe, but
smaller than those occurring at high Reynolds nusberef becomes constant.
For the shale, a best-fit value of z = -0.21 wamtbto give an approximately
constant value for,00f 0.74 (c = 10.8). An average value 91@.63) based on the
Blasius equation was used to calculate an equiv@ksius value of ¢ of 14.7.
This may be compared with the Blasius value ofrcsfoooth pipes of 0.316.
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o5 | R S = Blasius: z =-0.25 - 0.08
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Figure 14: g as a function of pore Reynolds number (43 mm shejecked)

Figure 15 shows a similar pattern for the 66 mmigea although the friction
appears to have been closer to a constant valtletva best fit obtained from z =
-0.12. The flow regime again appears to be betvigdasius and constant friction
factor high Reynolds flow.

1.2 0.06
14 - 0.05
E 0.8 1 - 0.04§
32061 L 0.03E
E g
§0.4 - 0.028'
= Blasius z =-0.25
0.2 x High Reynolds number z=0] 0.01
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0 1 1 1 1 1 0
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Re
Figure 15: g as a function of pore Reynolds number (66 mm tganepacked)
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Table 6 summarises the values of ¢ anfibcthe three rock types tested.

Table 6: Best fit values of c and ¢

Rock z (best fit) ) C z (Blasius) [5 C
42 mm dolerite -0.18 0.79 8.38 -0.25 0.59 143
43 mm shale -0.21 0.74 10.8 -0.25 0.63 147
66 mm granite -0.12 0.56 4.9 -0.25 0.34 14.2

Figure 16 shows the inverse of dimensionless medspressure drop over the
bed, for the 43 mm shale, as a function of parfRéggnolds number. The Blasius
fit (with the measured average value gf and the value of z that gave the most
constant value of,care both plotted. A line showing a possible lamipessure
drop profile - which assumes that the lowest &aa point measured was close to
a transition to laminar flow behaviour - is als@td. Figure 17 and Figure 18
show the best fit results for the dolerite and geanvhich show a similar trend to
the shale.
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Figure 16: 43 mm shale — present method
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Figure 17: 42 mm dolerite — present method
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(o Yo 0N R T X Measured: 66 mm granite (repackeq))
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Figure 18: 66 mm granite (repacked) — present naetho

For all three sets of tests, the flow regime amtiém factor of the bed appears to
be between high Reynolds number constant frictemtior (z = 0), and Blasius
friction (z = -0.25). This suggests that the flawthe bed may be turbulent. The
larger, more spherical 66 mm stones, rough on thside, appear to be close to
an almost constant friction factor, while the smiglsmooth but more irregularly
shaped 43 mm stones are in the Blasius frictioioreg

For all three tests, the best fit lines show a sures drop dependence on a power
of the flow speed of approximately 1.8. The equatb Singhet al. (2006) is also
dependent on the f%ower of the superficial flow speed. This suggéisss the
flow is more turbulent than expected. If the flosvturbulent, then according to
equations (3.25) and (3.26), the assumption ofvamnage fluid temperature over
the packed bed will be more accurate than for lamilow.

6.3.4 Comparison with a packed bed of spheres

1200 golf balls, with a void fraction of 0.376 (808), were placed in the test
section and the pressure drop measured to showth®&rgun, RUC and Singh
et al. equations predict pressure drop for spheres, showigure 19. The particle
dimension used in the equations is the actual diamaé the golf balls, 42.6 mm.
The RUC and Ergun equations over-predict the pressop for Rg> 1000. This
is different to the results obtained from the rqckéere the Ergun and RUC
model under-predicted the pressure drop at loy Riee correlation of Singbt
al. (2006) predictions are within 8 % of the measupeessure drop. Using the
particle sphericity to take the particle shape iatcount appears to improve the
pressure drop estimate and the range of applibabdf the Singhet al.
correlation.
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Figure 19: Comp

In this instance

arison with a bed of 42.6 mm sphégel balls)

again, the pressure drop appeatsetdependent on the 1.8

power of the flow speed, or the friction factor the flow speed to the power of -
0.2. Kays and London (1984) present data showiadrtbtion factor of a packed
bed of spheres which also shows a dependence dlothspeed to the power of
approximately -0.2. The friction factor data of kagnd London is shown in

Figure 20.
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Figure 20: Kays and London (1984) friction factor & bed of spheres,~ 0.38

Kroger (2004) lis

ts several correlations for prédig the pressure drop over heat

exchanger bundles, somewhat similar in principle gacked beds. The
correlations show friction factor dependence on gavof the flow speed between

-0.2 and -0.316.

One of these correlations, by Glreg al. (1985), has a term
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proportional to the flow speed to the power -1 +tfee laminar region — and a
term proportional to the flow speed to the powe2 -0

The Ergun and RUC equations only have friction dacerms dependent on a
flow speed power of -1 and 0, which is probably teason that they do not
predict the higher measured pressure drop in tiiemevhere Rg< 3500. Figure
21 shows the separate components of the Erguniequdhe laminar term,
proportional to 1/Rg and the fully turbulent term, which is constaft.Re, >
5000 the dimensionless pressure drop approachésottally turbulent flow,
where the friction factor is constant. At lowerfloates, the laminar friction term
drops quickly, which results in an under-predictadrthe pressure drop.

1200 ‘ ‘ ‘
‘\ — - Ergun: turbulent term
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Figure 21: Components of the Ergun equation contpaéh the correlation of
Singh et al. and measurements from the repackedd sha

If the turbulent term in the Ergun equation is r@teso that the pressure drop is
dependent on the f"®ower of the flow speed — the friction factor ieportional

to the flow speed to the power -0.2 — and the e@msbf the turbulent term is
altered (reduced by a factor of 10 for this daita)s possible to get it to fit the
measured pressure drop and the correlation of SihghThis is shown in Figure
22.
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Figure 22: Altered turbulent term in the Ergun dopra

6.4 Thermal characteristics

In this section the measured fluid temperaturegbaimiddle and exit of the rock
bed are compared with the temperatures predictedhbyE-NTU method of
Hughes (1975), described in 4.3.2. The volume weijimean cube size was used
for all predictions. The rock thermal conductivitieised for the conductivity
correlation of Jeffreson are shown in Table 7, arel based on the values from
literature given in Table 1 and Table 2. The lowegiected values are used, and a
sensitivity analysis (see Figure 29) was completedhow the influence of the
thermal conductivity.

Table 7: Rock thermal conductivity for numericabbsis

Rock ks, W/mK
Shale 2
Dolerite 3
Granite 3

Figure 23 and Figure 24 show the mid-bed and bettetoair temperature
respectively as a function of time for differentsadluxes. Both figures also show
the air inlet temperature to the bed.

The general trend of the E-NTU prediction is simita that of the measured
results. The theory over-predicts the air tempeeatluring the initial minutes of
charging. This may be due to the thermal capaditheactual test box. The GLE
based on the Ergun equation may tend to undergirddt heat transfer, because
the measured pressure drop across the bed is ldrgerthe predicted pressure
drop — possibly as a result of higher than expettdallence from the irregularly
shaped rocks.
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Figure 23: Mid bed fluid temperatures: predictedd ameasured (shale,
Martin/GLE heat transfer correlation and Hughes BJNmethod)

Figure 24 shows that the final air temperature messat the exit of the bed does
not reach the temperature of the air at the bechece. This is probably due to
thermal losses from the fluid to the test sectind anvironment — which should
be more significant when low flow rates are testadge the incoming air is only
able to supply a limited amount of energy. Howewe final temperature
difference recorded between ingoing air and owtletvas between 1 - 2 °C for
0.297, 0.467, and 0.842 kofsn so this may not be the cause, particularly since
the temperature difference between the mid-bed wneasent and the inlet
temperature (Figure 23) at the end of chargingdigible.
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Figure 24: Bed exit fluid temperatures: predictedd ameasured (shale,
Martin/GLE heat transfer correlation and Hughes BJaNmethod)
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A comparison between calculated and measured nudxbeé exit air temperatures
during discharge is shown in Figure 25. There wadsna interval between the
completion of charging and initiation of dischamgiof 10 minutes. When the
wind tunnel was turned on to discharge, it tookesalv minutes for the outlet
thermocouples to heat up, which is why there isistrdpancy between the
predicted and measured outlet air temperature gldini@ initial 5 — 7 minutes. The
experimental apparatus did not allow the packedtbduke turned around before
discharge, so the flow direction through the bedaimed the same. The analytical
model took this into account.

o
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Figure 25: 43 mm shale, discharging, 0.0940 kg&7@kg/nis)

The different heat transfer correlations are comgavith each other and a set of
measured temperatures in Figure 26. The Martin @gHkation with x = 0.45
predicts fluid temperatures similar to the equaticsf Gunn, Aly and El-
Sharkawy, and Wakaet al. The only correlation that does not match up wihth t
others is the GLE used with=x0.197.

The difference between the Martin GLE far=x0.197 and the measured results
may be because it is based on the Ergun equattuohywas seen from Figure 10,
underestimates the pressure drop where<R8500. If the flow is more turbulent
than expected at low Reit will result in higher heat transfer coefficisn and
hence the GLE will underestimate the heat trangfethe solid particles. If the
GLE is written in terms of the measured pressuop doy means of a best fit form
of equation (3.23), it will be based on the actualasured pressure drop through
the packed bed.

It may be seen in Figure 23 - Figure 26 that»0.45 in the Martin GLE gives
temperature prediction similar to the other heamgfer correlations used and the
measured data. Singdt al (2006) found that if the sphericity of the partxls
close to 0.55, the Nusselt numbers will be simitathose for spheresy (= 1).
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Since the pressure drop results for the Singh prestrop correlation best match
the measured pressure drop for a sphericity ofQ0&%-t appears that the rocks
tested give rise to flow patterns similar to paeicof sphericity 0.5-0.6. Thus the
heat transfer coefficient may be similar to thasplieres, not cubes, and the GLE
will give closer predictions withsx 0.45 instead of 0.197.
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Figrl:]rze 26: Comparison of heat transfer coefficieotrelations (shale, 0.297
kg/m’s)

A comparison between predicted temperatures frar@hE, based on the Ergun
equation and the measured pressure drop, is shotigure 27. The difference in

predicted temperatures based on the Ergun equatidnthe measured pressure
drop is less than 1.5 °C.
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Figure 27: Comparison of Martin GLE air outlet tearmgture predictions for
Ergun predicted and measured pressure drop (43haka, ©.297 kg/fs)
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The influence of the particle conductivity depemasthe heating or cooling rate
of the particle. Figure 28 shows the temperatuengk for a single 40 mm sphere
(ks = 2 W/mK) initially at 70 °C that is placed in &ream of air at 25 °C and
allowed to cool at a Biot number of 0.4. The maximdifference between the
sphere surface temperature calculated from the ddngapacity method, and the
Biot—Fourier number method (see Mills, 1999) isldsan 3 °C. However, this is
for one sphere only, and does not imply that therk be equally small
temperature differences over a packed bed of separticles. The Biot-Fourier
method cannot be used for packed beds with the é1§ANTU method, so it is
replaced by the correlations of Sagara and Nakafi®@l) or Jeffreson (1972)
for the calculation of bed temperatures in thislgtu
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Time, min
Figure 28: Temperature of a sphere cooled in d #ti25 °C (Bj =~ 0.4)

The effect of the rock thermal conductivity on thedicted temperatures in the
packed bed is shown in Figure 29, fop Bi0.5.
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Figure 29: Effect of thermal conductivity on pradd fluid temperatures
(dolerite, 0.365 kg/fis, Martin GLE, xf=0.45)
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The NTU adjustments of Jeffreson (1972) — equa(h@7) — and Sagara and
Nakahara (1991) — equation (4.9) — were used tcergém Figure 29. The
maximum difference is less than 2 °C between ptiedis with a thermal
conductivity of 3 W/mK and 7 W/mK. This suggestsatthfor the given
conditions, measuring the exact value of the theomaductivity is not critical to
correctly simulate the thermal behaviour of the ,beavided an approximate
value from literature may be used. For these cantdf the correlations of Sagara
and Nakahara and Jeffreson give similar resulta fgiven conductivity.

Predicted and measured temperatures for the #nei86 mm granite and the 42
mm dolerite packed bed are shown in Figure 30 dagdr€& 31. The results are
similar to those obtained for the shale — includangdjfference of 2 — 3 °C between
the fluid inlet and outlet temperature at the emdh@ charging process. It is
probable that this is due to thermal losses tddbesection walls. Apart from this,
it can be seen that the E-NTU method predicts ithedt of the air temperature
passing through the packed bed.
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Figure 30: 66 mm granite air temperatures (chardr@21 kg/ms)
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Figure 31: 42 mm dolerite air temperatures (chargin365 kg/rfs)

6.5 Rock thermal cycling tests at temperatures above 50

The sandstone heated in the packed bed was heat&€d fC. Even at this
relatively low temperature, a fine powder formedtbe surface of the rocks and
blew into the tunnel. This implies that sandstam@nsuitable for use in thermal
storage. The shale was thermally cycled betweem temperature and about 200
°C in an oven. Some of the samples formed haidraeks after 15 cycles.

Three samples each of shale, granite, doleritg, afad veined (impure) quartz
were thermally cycled at temperatures between rtamperature~ 21 °C) and
510 °C. For the first ten cycles, the samples werated to 510 °C by placing
them in the oven before turning it on, and allowthgm to warm with the oven.
The oven took approximately 1 hour to heat up 1@ %1 After the first ten cycles
the oven was pre-heated to 510 °C, and the samgles placed in the oven and
removed at intervals of about 45 - 50 minutes. Thiscess was continued for
over a hundred cycles.

The rate at which the samples are heated and cuadllduave an influence on the
number of cycles rocks can withstand. The sampiethe oven are heated by
natural convection, radiation from the oven wadlad conduction from contact
with the oven walls. The equivalent heat transfeeficient for radiation and
convection heat transfer to the rock, when the re& 50 °C and the oven at 510
°C, is of the order of 20 - 30 W#t (see Appendix I, if conduction to the rock
from the oven is considered to be negligible in parison with radiation and
convection heat transfer.

By way of comparison, the heat transfer coefficiena packed bed with forced
convection, at mass fluxes of about 0.2 Kg/nis of the order of approximately

67



20 - 40 W/MK (see Appendix 1), depending on particle size. Tate at which the
rocks in a packed bed will heat or cool may be érghan the rate at which the
samples in the oven are heated, so the numberct#dscthey last in the oven is not
an exact indication of the number of cycles they kest. On the other hand, the
samples in the oven are handled all the time, aadabjected to shock changes
in temperature when they are placed in the overemoved, so it is probably a
fair indication.

The shale fractured severely in the first two theroycles — as shown in Figure
32. One gquartz sample cracked along a seam of itpluring the first 5 cycles

and separated into two parts within the first 1drdgmented completely within

30 cycles, shown in Figure 34. A second quartz $anvpih fewer impurities and

veins broke in two after 60 cycles. The slag becantde and friable and pieces
broke off when the samples were removed from thenoun 60 cycles both

samples of slag broke into several parts, showsigare 33.

One dolerite sample fractured the first time it wéced into the pre-heated oven;
although it did not fracture when heated up slowith the oven for the first ten

cycles. The fractured sample is shown in Figurelf3e dolerite tends to shatter
like this when suddenly heated, it has implicatidos the maximum rate of

charging of a packed bed, and the initial air irtlhperature at the onset of
charging. The other dolerite samples did not fractuoticeably in 125 cycles,

although they started showing hairline cracks afteout 60 cycles, shown in

Figure 36.

The granite samples did not break apart or shownatigeable cracks after 125

cycles. Some very small fragment broke off the aafof one of the samples. A
granite sample is shown in Figure 37.
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Figure 32: Structural failure of shalire 33: Framentedv slag smple
above 500 °C after 60 cycles

Figure 34: Fragmented qurtz sampkagure 35: Dolerite explosive failure
after 30 cycles during first heating

Figure 36: Hairline fracture of doleritgFigure 37: Granite after 110 cycles
after 110 cycles
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7 Large packed beds

Some possible configurations of large beds are gamin this chapter, along
with approximate bed sizes for chosen power outputs

7.1 Geometry

As seen in the literature, in order to reduce tffeces of natural convection
(Sanderson and Cunningham, 1995b), and obtainteehigfficiency (Adebiyiet
al., 1998), a packed bed should be charged by allotiedot air in at the top of
the bed and removing the cooled air from the botbdnie bed and reversing this
process for discharge. The slag bed of Curto aacth$1980) was designed in the
shape of a cone, with the hot air for charging libd introduced at the top and
several outlets at the base of the cone. This aglisadvantage that the fluid
flow speed changes through the bed, and will bédrignear the inlet where the
cross-sectional area is small. This will resultiifarger pressure drop near the top
of the bed. There might be difficulties with flowsttibution over the entire cross-
section of the bed, which would result in parttafot storing heat.

) —
Figure 38: Slag packed in a conical mound as indCamd Stern (1980)

Turner (1980) suggests excavating a trench in thargl, placing air headers at
the bottom of the trench, filling it with rock, andacing air headers at the top.
Sanderson and Cunningham (1995a,b) recommend ¢hefukw distributors at
the inlet and outlet of packed beds. The simplasked bed geometry is probably
that shown in Figure 39. Ducts at the top and bottd the bed carry the air into
and out of the bed.

R T S A
O O O O O
Figure 39: Cross-sectional bed layout with chargimeflow direction
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Additional ducts might be placed between the tog laottom of the bed in order
to allow sections of the bed to be charged at a,t@s shown in Figure 40. This
would allow a reduction in pressure drop and pumower requirements.

tt 888

Figure 40: Additional ducts for charging sectionshe bed

This layout has the disadvantage that the top alet ©f the bed are at elevated
temperatures, which might result in significantskes to the environment unless
they are well insulated. Figure 41 shows a layohictv may allow for less high
temperature surface in contact with the surrourgififne segments will have to
be divided horizontally to reduce natural convatidfects.

o O O &=—0O=—> O O O

OO O == Qmp O O O

Figure 41: Cross-section of alternative horizobtd layout

Another layout for reducing the thermal losseshisven in Figure 42. The air will
be cooled as it passes through the bed from thieeceso the outer edges of the
bed are not at temperatures higher than the emagah A disadvantage of this is
that the upper half of the bed will be charged frbra bottom up, which may
result in natural convection destratifying the bed.

Figure 42: Cross-sectional area of bed to redusenthl losses

7.2 Temperature and pressure drop predictions for lardgeds

This section discusses the assumptions and catmulatethods used to simulate
and predict the thermal and pressure drop chaistitsrof large packed beds of
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rock, intended for use in solar power plants. Thedigted thermal performance
and pressure drop characteristics are presentgrabied beds of 50, 100 and 200
mm rocks, sized to store the thermal energy irettfeaust of a gas turbine which
runs at design capacity for 8 hours.

If a packed bed is to be used in the SUNSPOT cdnitepay be required to store
approximately 8 hours of thermal energy from the fgabine exhaust. For a 100
MW, gas turbine, the charging of the bed is simuldtedan assumed turbine
exhaust gas temperature of 528 °C and a mass #tevof 300 kg/s. This mass
flow rate is linearly scaled from the Siemens S®U0-Qas turbine (Siemens,
2009). In 8 hours, the total heat energy in theaashis about 1200 MWh It is

assumed that the exhaust mass flow rate and tetoperre constant for the full
8 hours. In other words, if the available solar povs insufficient to power the
gas turbine, a combustion chamber is used eithkeep the gas turbine running
at constant (design) mass flow rate and outlet &atpre, or to provide hot air
directly to charge the packed bed at the same fi@assrate and temperature
which would be available if the gas turbine wenening under design conditions.

The rock beds of different rock sizes are sizedttwe all the heat from a mass
flow of 300 kg/s at a temperature of 528 °C. Thieagst air from the bed during
charging does not rise more than 1 °C above theeatntemperature, assumed to
be 25 °C. The air inlet temperature to the bedndudischarging is assumed to be
25 °C. In future the possibility of feeding the awbt air, at higher temperature,
from the steam boiler back into the packed bed Ishalso be examined. When
the beds are discharged, the bed discharge isdhattesoon as the air outlet
temperature drops below the chosen temperaturg limbsen to be 475 °C. The
packed bed is then re-charged for 8 hours and aligeld again. The time before
the bed outlet temperature drops below the limitrdudischaring is the total time
for which the steam turbine is assumed to genetatdricity from the stored heat.
The input parameters for the simulations are listedable 8. The properties of
the granite were used, with a slightly lower spedifeat capacity of 840 J/kgK
instead of 845 J/kgK, since this matches the aeerajue for rock given by
Dinceret al (1997)

Table 8: Values used for calculating large bedgrarance

Cs 840 J/kgK Initial bed temperature 25°C
Ks 3 W/mK T; (discharge inlet temp) 25 °C
Ps 2893 kg/m | Gas turbine outlet temperature 528 °C
€ 0.38 \ 0.54

m;, (charging) 300 kg/s m; (discharging) 224 kgls
Acs 40 x 40 M | Teny (@ambient air temperature) 25 °C

The average specific heat capacity of air betwegh & and 25 °C is taken as
1028 J/kgK, from Mills (1999). The total he@t,: entering the packed bed in 8
hours of charging, calculated from these input paters, is 4.5 x 16 J. The
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initial bed temperature before charging begins dhenlet temperature to the bed
during discharging, and the ambient temperaturabm@ssumed to be 25 °C. The
atmospheric pressure is assumed to be 100 kPa.

The calculation method used for simulating the dabgpd characteristics is the
same as that used to predict the characteristidbeotest section used for the
experimental tests (Chapter 6). The bed was dividiedsegments 20 — 58 mm in
length (depending on bed length) and the HughesTH-Method (equations
(4.24) and (4.26)), in conjunction with the Mar@LE equation, (4.10) (x=
0.45), was used to simulate the temperature prtfieugh the packed bed. The
particle conductivity NTU adjustment of Sagara &takahara (1991) was used to
include particle internal thermal resistance effedthe temperature profile of the
bed at the end of the charging cycles was usetieasetmperature profile at the
start of the discharging process.

The pressure drop over the bed is determined ksuleging the pressure drop
over each bed segment, with the correlation of Isiegal. (2006) — equation
(3.20) — and the air properties inherent to thajnmsmnt, and summing the
individual segment pressure drops together to olikes total pressure drop.

The bed discharge temperature characteristics bexalude possible losses to the
environment, poor flow distribution effects, anddiegion and conductivity
diffusion effects through the bed. Diffusion maycbme significant, especially if
the heat is stored for several hours before useth&uwork is required to
determine the importance of these effects whereibda be stored for relatively
lengthy time periods.

The air mass fluxes through the bed during chargimdydischarging were chosen
below 0.2 kg/rfs in order to reduce pressure drop over the bed.pBeformance
was simulated for 0.05, 0.1 and 0.2 m rock sizesatgr than the minimum of 13
mm recommended by Sanderson and Cunningham (199%atdess than one
thirtieth of the bed hydraulic diameter and len@tbrab and Beasley, 1987). The
cross-sectional area of the bed was kept consténile the length of the bed was
allowed to vary to determine the required bed vador different particle sizes.

Figure 43 and Figure 44 show air outlet temperaprailes for rock beds of
different particle sizes, sized to store all thatffeom a mass flow of 300 kg/s at a
temperature of 528 °C. The discharge temperatues & packed bed of 200 mm
rocks during the first four charge-discharge cydethe bed are shown in Figure
43. The packed bed does not charge completely gltiim first charging period of
8 hours, and is not even able to supply air at egatpres above 475 °C for an
hour. However, after the next charging cycle, ted iz able provide air above
475 °C for over 8 hours. The bed reaches its maxirnapacity after the third
charging session, and after this is able to suaplfor 10 hours.
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Figure 44 compares the outlet temperatures frorkguhbeds of the different rock
sizes. It can be seen that smaller rocks allowafoonstant air outlet temperature
from the bed for longer than large rocks allow. Tdwe volumetric surface area of
large rocks reduces the heat transfer from the t@the air. However, the smaller
rocks result in a larger pressure drop over thé&grhbed, as seen in Figure 45.
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Figure 43: Air discharge temperatures for 0.2 nkrhc= 23 m; G = 0.14 kg/fs)
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Figure 44: Comparison of rock size effect on aitletutemperature during
discharge of packed bed at 0.14 kggrt224 kg/s, air inlet temperature 25 °C)

The dimensions of the beds for the different ragksare summarised in Table 9.
The ratio of the increase in availability (from atjon (2.1)) in the bed with every
charge to the total heat stored in 8 hours durhryging is also shown. It can be
seen that the small rocks allow for more efficisidirage of exergy — useful
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energy — than large rocks. However, these figuoesal include pumping energy
requirements, which may be larger for small pagtdhan large particles, even if
the bed can be charged in segments. The chargieg flux for a cross-sectional
area of 1600 fmis 0.1875 kg/ifs. Equation (2.2) give§ = 0.0005, which is
smaller than the value of 0.05 recommended by K(2€87). This means the bed
is larger than he considers necessary, and thah#ss flux is sufficiently low to
avoid large pressure drop pumping requirements.

Table 9: Packed bed characteristicssA40 x 40 )

D,m | L m Voed, M° Rock mass, kg| A ¢/Qr, %
0.05 | 105 17 x 10 50 x 16 29
0.1 | 145 24 x 10 68 x 16 23
0.2 23 37 x 19 106 x 16 16

The discharge of the bed is based on an assumedgavsteam cycle efficiency
of = 30 %, which is similar to efficiencies found literature (for example,
Fricker, 2004). The total heat energy flow rateilakde in the bed outlet air for

the steam cycle is estimated fro@:mfcpfAﬁ where the change in air

temperature is the difference between the averatietdemperature~(500 °C)
and the ambient temperature. The electrical powgyud from the steam cycle is

roughly estimated fronP, = Q7.

The discharge air flow of 0.14 kgfm (224 kg/s for 40 x 40 Tnshould be more
than sufficient to supply a 25 - 30 M\Wteam turbine for 10 hours (see Appendix
), generating 250 — 300 MWhdepending on the ambient temperature. The
electrical energy generated from the storage cacobgared with the figure for
the Andasol molten salt storage (section 2.4) —KA¥8h, for a total salt storage
tank volume of about 30 x 1@, If the bed of 0.05 m rocks is only able to allow
the generation of 250 MWhand is linearly scaled to the same output as the
Andasol salt storage generation capacity of 375 MWHas a volume of 26 x
10° m®. The bed of 0.1 m rocks would need to be about 36° m® in volume. A
rock bed with the given properties would requireimilar storage volume to
existing molten salt storage. It should be remeedbeéhat this excludes possible
thermal losses.

The pressure drop over the packed bed of diffen@k sizes is shown in Figure
45. These pressure drop curves were calculatedthétiequation of Singht al.
(2006) and the best fit sphericity of 0.54 that whsained from the experimental
tests. The pressure drops over each segment wécalated with the air
properties of the segment. The total pressure dapcalculated by summing the
segment pressure drops together. The pressurefalrdpe initial charge, when
the bed is at 25 °C throughout, is lower than ttessure drop during the second
charge of the bed, since the air temperature thrdbhg bed is higher after the
second charge than the first. As the bed temperatareases during charging, the
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pressure drop increases, presumably as a conseqoémecreasing air density
and increased flow speeds.
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Figure 45: Pressure drop during charging of bedliiderent rock sizes

The pressure drop over the bed increases moréau& of charging for the small
rocks than the large rocks. This is because thdlemmack sizes make the
pressure drop more sensitive to changes in thepsed through the bed than
larger rocks do. However, even the 0.05 m rockd@ek not have a bed pressure
drop as large as 1.2 x 3R/m? which is the figure given by Fricker (2004) — see
section 2.4 — for a packed bed supplying heat @ MWe steam cycle. The
pressure drop is lower than that recommended bgbirand Beasley (1987) — 0.5
— 1 N/nfim = so even flow distribution through the bed nheyproblematic. It
may be possible to reduce this by means of airiliigion headers at the bed inlet
and outlet - further work is required to determiine importance of this.

It is assumed that the air density at the fans bvéliabout 1.1 — 1.2 kgAriThis is
possible if the fans are used to draw air throdghlted during charging, and the
reverse during discharging. The suggestion of Meaieral. (1991) that the
pumping power requirement should not be more thar2 246 of the power output
from the plant is met even by the 0.05 m rocks,cWwhvould require less than 0.5
% of the output from a 25 MWe steam cycle, whiah placked bed should be able
to drive for at least 10 hours. This figure doesvéeer exclude pumping power
requirements for air ducts and other sources cfgure drop.

Figure 46 shows the temperature profile in the pecked of 0.05 m rocks at
positions along the length of the bed. It can benghat for the first 3 hours of
every charge cycle, the exhaust air could be etettlaitom the bed three quarters
along its length, since the temperature at thistpdoes not rise above 25 °C until
after 3 hours. This would reduce the pressure ora the bed, and reduce the
total pumping power required. Since smaller rockee gsharper temperature
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waves (higher volumetric heat transfer), it will bessible to charge smaller
segments at a time with beds of small rocks thadfs ke bigger rocks. This
possible reduction in pumping power through padikeds may allow the use of
smaller particles for a similar total pumping powbut at a higher exergetic
efficiency than large particles would give.

— Quiarter !
- - - Mid-bed }

Time, hours
Figure 46: Solid temperature profile at differensjions in a bed of 0.05 m rocks

Average hydraulic pumping power requirements fa lieds are given in Table

10. The reduced pumping work for the 0.05 m bethdf air is removed at the

three quarter length position for the first 3 hoigralso shown — the reduction in
pumping energy required is about 7 %. Even witls ti@duction, however, the

ratio of bed availability gained during chargingsisaller than those for the larger
rocks. This matches the statement of Torab andI®egk987) in section 2.2 that

the ratio of total availability to total hydraulfpumping energy increases with
increasing particle size; and in this case, thideispite the fact that the bed length
has also increased.

Table 10: Typical bed power and energy requiremimt8 hours charging

D, m | P,, W (eqn (3.27)) W, J W, reduced, J AgIW,
0.05 90 x 16 2.6x 10 2.4 x 10 522
0.1 53 x 10 1.5 x 10 - 670
0.2 35 x 16 1.0 x 18 - 720

The cost of the packed bed, beyond the scope ®fstody, will be an important
parameter in determining an optimum bed and raod si
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8 Conclusions and further work required

Conclusions from the study are summarised, aftaclwhuggestions for further
work are made.

8.1 Conclusions from work done

The existing pressure drop prediction models ale tbpredict the general trend
of the pressure drop over a packed bed of irrelyudraped rocks up to particle
Reynolds numbers of about 7000. However, The RU@ahof Du Plessis and
Woudberg (2008) predicts pressure drops about¥%% less than the measured
pressure drop at R& 3500. The Ergun equation tends to under-prdxjiaip to
30 - 40 %.

The pressure drop correlation of Singhal. (2006) fits the measured pressure
drop for all three rock sets for Re 4000 for sphericities between 0.54 and 0.56.
It predicts the measured pressure drop over a ddu@ of spheres to within 8 %.

The best fit present method needs further expetahelata over a range of sizes
to determine if rocks have friction constant valtest could be used to predict
pressure drop. The dependence of z — if thereois the rock geometry and size
also needs to be found. This method found besdings for predicting pressure
drop that suggest the pressure drop is proportiomal power of the Reynolds
number/superficial speed between 1.79 and 1.8%nithree rock types tested.
This is a similar power to that used in the cotrefaof Singhet al.even though it
does not take the particle shape into accolims suggests that the pressure drop
in packed beds over a significant range of Reynoldabers is proportional to the
1.8" power of the Reynolds number/flow speed, whichliespthat the friction
factor is proportional to air speed to the poweR -The experimental data given
by Kays and London (1984) also follows this treasl,do several correlations for
determining the pressure drop across heat exchanger

The Hughes E-NTU method, combined with the heatsfex correlations of Gunn
(1978), Wakaocet al. (1979), Aly and El-Sharkawy (1990) and Martin (GLE)
(2005) estimate the fluid temperature to within%a%®f the temperature drop over
the packed bed. The GLE provides heat transferficagfts similar to the other
correlations wheresx 0.45 (spheres), but not fof x 0.197 (cubes). From the
work of Singhet al. (2006) it appears that the Nusselt number of dagiwith a
sphericity of 0.55 is similar to the Nusselt numbé&r spherey = 1). Hence for
particles of sphericity 0.6 or less the use pE® .45 will probably give more
accurate Nusselt number predictions than .197.
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The sandstone and shale rock samples failed staligtat temperatures above 70
and 200 °C respectively, and are therefore notalsleit for use at higher
temperatures.

Quartz samples with impurities (veins) in them fuaed and fell apart within 40

cycles when thermally cycled between 510 °C andhrtemperature. Quartz with

veins of impurities is not suitable for thermal liyg. Slag samples all broke apart
within 60 cycles. Dolerite samples started showiagline cracks after 60 cycles,
but did not break within 125 cycles. However, omndedte sample cracked

significantly the first time it was heated. The mta rocks did not fracture

noticeably within 125 cycles. Based on these resugjtanite, and to a slightly

lesser extent dolerite, may be suitable for uspaoked bed storage. However,
their ability to withstand several thousand therstegss cycles is still uncertain.

The volume of rock beds to store the energy froemetkhaust of a 100 MWe gas
turbine is estimated to fall in the range of 177-31G m®, depending on the rock
size. Such a bed should be able to provide 224 dgésr at temperatures above
475 °C for 10 hours or more after they have beewutih three charge-discharge
cycles. This should be sufficient to provide heaat25 — 30 MWe steam turbine
for at least 10 hours. When compared to the Andasuten salt storage on a
volumetric basis only, a packed bed of 0.05 m trrf.particles should be able to
store the same quantity of heat in a similar volume

8.2 Recommendations and further work required

Further work is needed in the areas discussed bdltle concept of rock storage
is to be examined in further detail and accuratangiand costing of packed beds
is to bed done.

Pressure drop and thermal tests on larger rock wétsa higher bed to particle
size ratio should be completed to confirm that résults obtained are similar to
results obtained at low bed to particle size ratwigh a lining to reduce

channelling; that the analytical model predictians still correct. This should be
done in combination with more accurate void fratteeasurements.

Further work is needed to examine the influencpasticle shape and roughness
on the pressure drop, heat transfer and flow regpaeticularly in the region
where Rg < 4000, where the Ergun and Du Plessis equatiagrserglly
underestimate the pressure drop for rock beds.

Rigorous thermal cycling tests of thousands of eychre needed to determine
longevity of rock or slag and its resistance tackiag, exfoliation or powdering.
Further testing on quartz, granites, dolerites alder rocks is needed to
determine the effect of particle size and rock cosipn on their ability to
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withstand thermal cycling. Examination of the ratewvhich rocks are heated and
cooled and the influences on how easily they crackeeded to determine
limitations on the speed of charging and dischaygihe packed bed. The
influence pre-heating and drying has on preventiragture should also be
considered.

The airflow distribution in large beds needs to flanned and analysed to
determine a means of distributing the air eventgugh the bed while minimising

pressure drop. The air needs to be transportednre orm of channel, duct or
canal that will not rust, corrode or fracture amperatures near 500 °C. The
feasibility of charging segments of a packed bedaatime should also be

considered, since this should require less punyior.

The cost of a large bed needs to be estimated@ng@ared with existing storage
options to determine its economic feasibility. Asfgsesuch as the environmental
friendliness of the rock/slag bed should be conmsdlevhen comparison is made
with molten salt or oil beds.

The importance of radiation and conduction heatsfier between particles in the
bed and other particles and the fluid in the bedeatperatures above 300 °C
needs to be examined. The effect of radiation emtlal diffusion through a large
packed bed over time periods of hours or days shoeilanalysed.

Jalalzadeh-Azaet al. (1996) calculated values forD that provided a maximum
First and Second Law efficiency for their specdanditions. It would be useful to
have a parameter including the dimensionled3 value that could be used to
predict maximum second law efficiency of a packed.b

Suggested improvements in the experimental apgamatiude the ability to turn
the rock bed around for discharge to emulate reves$ flow direction. A
door/barrier between the heat exchanger and thkepalsed would allow pre-
heating of the heat exchanger without pre-heatinthe rocks. Since the packed
bed would probably be used at,Rel000, measurement accuracy at low flow
rates needs to be improved, to allow measuremertte tmade. The heat loss to
the tunnel walls should be reduced or compensateid some way.
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Appendix A Calibration and instrumentation

The mass of rock samples was measured on a NagataFscale (serial number
29870) with an uncertainty of 2 x $&g. The displacement volume of rocks was
measured by means of 1000 or 500 ml measuring ds/g with graduation
marks of 10 ml and 5 ml respectively.

Endress Hauser Deltabar pressure PMD 230 translfder 20 mA output)
measured pressure drop in the test apparatusliyiiansducers with a range of
0 ... 2.5 kPa (serial 6F00142) and an accuracy of%0.tvere used. Two new
Endress Hauser transducers (PMD 70/75) with a O 0..kRa range and
uncertainty of 0.075 % were purchased part wayutdfinahe testing, and replaced

the nozzle transducer and the nozzle upstreamdinaes (code 710 39831, serial
number 408471 and 408472).

All transducers were calibrated with a Betz 500@r{\Essen, Delft, Holland — no
12453) calibration unit with 10 N/rrgraduation marks. Voltages were recorded
for several different pressures (measured on th)Bend they were plotted
against the pressures, as shown in Figure 47, &ig8r and Figure 49. The
pressure transducer readings during testing wareected to pressures by means
of these equations. A new calibration was perforfmedevery new set of tests,
that is, new rocks, repacking of the old rocks, @etlveen pressure tests and
thermal tests if the time interval was several daysore.
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Figure 47: Nozzle pressure transducer (Channgb £72600.9/ - 2501.6)
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Figure 48: Nozzle upstream pressure transducem(@hd8;p = 2603.V - 2500)
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Figure 49: Packed bed pressure transducer cabbré@ihannel 19 = 637.3% —
637.22)

The air temperature was measured with T type coppestantan thermocouples
attached to a Schlumberger data recorder (S| 389BAP). Figliola and Beasley

(2006) list a systematic error of 0.75 % or + 1(Abichever is greater) for type T
thermocouples.

The thermocouples were tested in water at diffetemperatures and compared

with the temperature measured by a glass thermonigtes is shown in Figure
50.
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Appendix B Apparatus and rock sample pictures

Figure 51 shows the wind tunnel mouth with the ptylsene insulation in place
on the walls, and some thermocouples in place.réi§@ shows the 43 mm shale
in the test section, and Figure 53 shows the 66granite in the test section. The
foam lining used on the walls of the test sectamg the way in which the rocks
embed in it, is shown in Figure 54.

Figure 52: Namibian shale in test section



Figure 54: Edge effect reduction



Appendix C  Equation manipulation

The Hagen number as a function of pressure drop

The Hagen number used by Martin may be writteeims of the Ergun equation.
The Ergun friction factor may be written in ternfdlze particle Reynolds number

f, =175+150 (1-¢)/Re, (C.1)
Equation (3.15) may be rewritten in terms of thetiion factor as
Ap/L=f v’ p, A-€)/(De®) = [L75+150(L-£)/Re,Iv," o, (1~ €)/(De®) (C.2)

The Hagen number defined by Martin may be rewritteterms of this pressure
drop:

Hg = p, (Ap/L)D?/ i1, * = [L75+150(L-€)/ Re,1p, °D?v,” (1~ €) /(£°14, ) (C.3)
Simplification of the right hand side results i ttame equation as (4.14).

If Hg is written in terms of the suggested present ntefiressure drop equation,
(3.23),

Hg = p, (Ap/L)D%/ 1 * = p, D°c,G**T,"™/ p,? (C.4)

The viscosity and density may be written as fumdiof temperature and
pressure, which gives

Hg = p,D%c,G**T, ™ | Rg? (C.5)

Exponential temperature distribution for E-NTU modle

The E-NTU packed bed temperature prediction metfddughes is based on the
assumption of an exponential air temperature thidhg bed. The effectiveness-
NTU equation for an evaporator or condenser, whbee air temperature is
assumed to have an exponential temperature prigfiggyen by Mills (1999) as
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Tran =T _ o) (C.6)
T, -T.

The derivation of (C.6) is as follows: In a segmehe energy lost by the air is

gained by the bed. The heat transfer is calculatad (Mills, 1999, and Duffie
and Beckmann, 1991):

Q=1 G (T~ T, (C.7)

This may be rewritten in terms of the effectivenesthe bed as

AX
Q=6,Qu=0-¢" )mg(T,- T) (C8)
i IS the effectiveness of the exchanger (for the edsere the thermal capacity
of air is negligible in comparison with the rock that the effectiveness is of the
form et = 1-e " N™V) and Q max the maximum heat that can be transferred by the
air stream, which has a lower thermal capacity tienrock bed. NTUs scaled
by the ratiadx/L.

Combine equations (C.7) and (C.8) to get

G (T, ~Tn)=mg(T,- Ta- e ) (C.9)

Cancellation of like terms and re-arrangement alam explicit equation for
Tt i1, Which is the same as (C.6) but written in a ghigexpanded form:

-NTU)
T =T _(Tfj _Ij)(l_ € L) (C.10)
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Appendix D Solution of E-NTU numerical model

The time step independence is plotted in Figuréob%he 43 mm shale at a mass
flux of 0.47 kg/nfs. As may be seen in the figure, time steps oftless 5 s are
more than sufficient to avoid noticeable variationthe calculated temperatures
for this bed size and charging time. The test saatomparison calculations were
run with intervals of about 2 s or less, while thege bed calculations, with four
consecutive charge-discharge cycles, were runiniiénvals of 1 s or less.

100

Time, min
Figure 55: Time step independence, 43 mm shalg, kyy#fs

The temperature predictions for the experimentsi section were based on a
segment size 12 - 14 mm, depending on the lengtimef required for charging.
The large bed calculations were based on segmees ietween 25 — 58 mm,
depending on the rock size used and the consegegmnired bed length to store
all of the thermal energy from the gas turbine esha

The segment size effect on the calculations is shovwigure 56, for a large bed
simulation. The final discharge temeperature ofdheat the bed exit, after four
complete charge-discharge cycles, is shown foetldr#ferent segment sizes. The
results shown are for a 15 m long bed, consistin00 mm rocks, with a cross-
sectional area of 40 x 40°nThere is little difference (less than 1.5 °C)vmn
calculations based on 19 mm segments and calawdatimsed on 150 mm
segments.
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Appendix E ~ Measuring rock thermal conductivity

Thermal conductivity is more difficult to measulah properties such as specific
heat capacity, and requires more specialised eaguniprithe most straightforward
apparatus is known as a ‘divided bar’, or ‘compaeatongitudinal heat flow
technique’, and is explained in ASTM standard E5t29. Jones (2003) includes
a short explanation and diagram in his paper. Qinéy apparatus described by
Jones is discussed here.

The divided bar apparatus has a heat source orsideeand a heat sink on the
other of the rock specimen to be measured. Theruples and reference
materials allow steady state temperature gradiants hence heat flow to be
measured, from which the rock thermal conductiwiigzy be calculated from the
equation

0=kadl (E.1)
dx

The layout of the apparatus is shown in Figure % apparatus of Jones uses
thin polycarbonate samples between copper disksceSthe polycarbonate
samples have a much lower conductivity than copgaeh of the copper disks is
assumed to be at a uniform temperature. Measureafért and T2 and T3 and
T4 gives the temperature gradient over the polywaate disk, which is of a
known thickness and conductivity. The average h#atv through the
polycarbonate may then be calculated by means efatbove equation. The
interfacial contact resistances must be minimiseth wonductive grease and
pressure as indicated.

l Pressure
Heater
T1
Copper -
pp —» T2
Rock
sample
Standard > T3
— T4
Heat sink

Figure 57: Divided bar apparatus (Jones, 2003)
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Once the heat flow is known, the measured temperatadient over the rock

sample may be used in combination with the meashweed flow to calculate the
conductivity of the rock.

Jones suggests sample diameters between 30 mn8andh3and thickness of 20

mm in order to take coarse rock grains into accotiheé polycarbonate sample
disks used should be 1 mm thick, since they haeé suhigh resistance to heat
flow. This will require careful cutting to ensureauaiform smooth surface.

If possible the heater and the heat sink tempearatsinould be such that the rock
sample is at a temperature similar to room tempezail his will reduce losses to

(or gains from) the environment. Conductive past@ecessary to ensure good
contact between the thermocouples and the copgles.di



Appendix F  Wind tunnel mass flow calculation

The calculation of the mass flow rate through tiedwtunnel from equation (5.1),
as found in Kroger (2004) is based on several fiagtors, which are dependent
on the geometry of the wind tunnel and the air proes.

The coefficient G in (5.1) is obtained from the following, where Re defined
Re =pv,d, /u,, dyis the nozzle diametev, the air speed in the nozzle, and

the viscosity of the air in the nozzle.
30000< Re < 100000:
C,=0.954803 6.37817(10 )Re 4.65394(f0 )Re 1.3850'")Re’

100000< Re< 350000:
C,=0.9758+ 1.08(10 )Re- 1.6(18 )Re

Re, > 350000
C, =0.994
(F.1)

The dimensions of the mass flow nozzles in the leoplate are shown in Table
11.

Table 11: Wind tunnel nozzle sizes

Nozzle number: Diameter [mm]
1 50 (£ 0.5)
2 75 (£ 0.5)
3 150 (x 0.5)
4 200 (1)
5 250 (1)
@, is the gas expansion factor, given by
3A
@ —q-__ 98P (F.2)
4pUPCPf /Q/f

For air, the ratio ¢/ ¢, may be taken as 1.4. The nozzle upstream pressure
represented by,p
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Y is the approach velocity factor, which, for a qoessible fluid, may be
obtained from

Y =1+05(0 f + p¢h p_ BP (F.3)

Aus \Aus (pupCpf/ Cvf)

Aws is the upstream cross sectional area before theles) which is 1.44 fnin
the wind tunnel used for this study.
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Appendix G Rock density measurements

The measured density of the granite and dolerg@asvn in Figure 58 and Figure
59.

i Me= 2893 \
****** T RP=0.9956 0

0 100 200 300 400 500 600 700
Displacement volume, 18 m?

Figure 58: Granite: density measurement

3 : | | me = 2657 \{
o1l R’=0.9982

0 25 50 75 100 125 150 175

Displacement volume, 18 m°
Figure 59: Dolerite: density measurement
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Appendix H  Additional pressure drop measurements

Test section influence on pressure drop measurement

The test section was tested without rocks in ibider to measure the pressure
drop across the steel grating at each end of gteséetion. The pressure drop over
the empty test section is about 15 N/at a mass flow of 0.6 kg/s (shown in
Figure 60) which was the maximum flow encounteredrd testing with rock in
the bed. Measured pressure drop over the testoseati this flow rate, when
packed with rock, was typically of the order of D8Q/nf, which means the test
section itself only increased the pressure droP.By% at this flow rate. At flow
rates of around 0.2 kg/s, the empty test sectionribmted approximately 4 Pa.
This is under 2 % of the average measured presdoreall of the different rock
types tested. Given the irregularity of the roclams, and the possible void
fraction measurement error, this is negligible.

However, a best fit polynomial and related equatimre formed, and used to
correct the measured pressure drop to take intsideration this extra pressure
drop. The difference made by the actual box strectun the readings taken when
rocks were packed into the box is shown in Figureah intermediate flow rates.
The measured data points are plotted, together thighcorrected data points
where the test section contribution to the presdup is subtracted from the total
measured pressure. It can be seen that the differen not significant; the

different points can hardly be distinguished.

0 0.2 0.4 0.6 0.8 1 1.2 1.4
Air mass flux, kg/m?s

Figure 60: Empty box pressure drop (R0 °C; p: 100.44 x1&N/m?)
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Edge effects and repeatability of the 42 mm dolerit

The effect of the wall lining on the pressure dmgasurements of the dolerite is
shown in Figure 62. The repeatability of the pressirop measured before and
after repacking the rocks is also shown. It carsdxen that these results are of a
similar trend to those for the granite and shale.

0.0045 . . . . . .
T S S s s S B

e Measured: repacked
—RUC (Du Plessis and Woudberg, 2008))
— - Ergun (1952)

- - - Singh et al. (2006) sphericity 0.555 |
= Measured: no wall lining

0 1000 2000 3000 4000 5000 6000 7000
Re,
Figure 62: Edge effects and repeatability for 42 duterite



Appendix | Sample calculations

Wind tunnel mass flow rate

The wind tunnel mass flow rate calculation is shd@mpressure drops measured
over nozzle 3 while the shale was tested:

Table 12: Input values for mass flow rate calcolati

Ts 22.2 °C A 0.01767
Ap (test section) 573.7 Nfm Aws 1.44 nf

Pa- P 590.1 N/m Corl Cut 1.4

AP 145.2 N/mi dh 0.15m

p. (@ambient pressure) 100 300 N/'m | pup 99 709.9 N/m
1 (air viscosity) 1.81 x 10kg/ms

The mass flow rate through the wind tunnel is estéd from equation (5.1),
where the air density at the nozzles is givendy= p,/(RT,)=1177 kg/n.

The ambient air density i, = p,/(RT,) =1.184 kg/m?, which is 0.5 % larger

than the density at the nozzle. These values aasetlirom Table 12 when
substituted into equation (F.3) give Y=1.000076] €A 2) givesy, =0.99922.

In order to calculate a value fG¥, it is necessary to estimate a value of the nozzle
Reynolds number and iterate by estimating new Regnaumbers until the
calculated number matches the estimate. If the 8dgmumber is assumed to be
Re, =152 000, the middle term of equation (F.1) giseslue forC, of 0.9885. If
these values are substituted into (5.1), it givesas flow rate of 0.32271 kg/s.

The value of Rgis checked to determine if the initial guessed &adhicorrect.
Re, =m,d /Ay, =151 347, wherern, / A =0.32271/0.01767=18.26 kgfm

This is close to the guessed value of,.R& further iteration with a nozzle
Reynolds number of 151 300 gives a mass flow 022638 kg/s, which is only
0.006 % different from the value estimated at=R&2 000.

Pressure drop calculation

The values of the variables given in Table 13 aeduin the Ergun, RUC and
Singh et al. equations shown below. The calculated pressure dand
dimensionless pressure drop for the Ergun and Ril@tens may be compared
with Figure 10. The inverted dimensionless pressliop from the equation of
Singhet al.is shown in Figure 12.



Table 13: Input values for pressure drop calcuhatio

g 0.381 G 1.5 kg/fs

Acs 0.2001 m wf 1.81 x10° kg/ms
D(=d) 0.0426 m L 0.5m

ot 1.184 kg/m | cq 1.9

v 0.54

The Ergun Reynolds number Re, =GD/u, (1-£)=5703 and the particle
Reynolds number is Re, =GD/u, =3530. The superficial velocity
v, =G/ p, =15/1.184=1.267 m/s.

The Ergun equation

The pressure drop is calculated from equation [3ak5Ap/L =887 N/m?/m,
where the friction factorf, = 1.75+150/Re, =1. 776The total pressure drop
over the bed at this flow rate is theAp=887x05=4435 N/m’. The

dimensionless pressure drép=Ap/(05p; vsz) = 4@nhdl/K=0.00214.

The RUC model

Equation (3.19) is used to calculate a pressur@ ¢er meter bed length of
Ap/L =153+9193=935 N/m?/m, or a total pressure drop over the bed of 467

N/m?. K = 491 andl/K = 0.00203.

The correlation of Singhet al.

Equation (3.20) gives a value d§&22.74. This gives a pressure drop of
Ap/L = f.G?/(p,D)=1014 N/m?/m or Ap =507 N/n?. The values oK and1/K

are 534 and 0.00187 respectively.

The best fit present method for pressure drop

The values given in Table 14 are used to calculsevalues ot, andc for the
42.6 mm shale, at the same mass flow rate calcufeden the wind tunnel nozzle
pressure drop.



Table 14: Input values best fit present method

T 22.2°C (295K) | z -0.21

Ap 573.7 N/m b 0.683

Pa 100 300 N/rh g 3.77x10

s 1.81 x 10 kg/ms | G 0.3227/0.2001=1.613 kghn
L 0.5m R 287 J/kgK

Pa 100 300 N/rh D (=dy) 0.0426 m

The particle Reynolds number at this flow ratéRis, = GD/ y; =3796.

The value ofc, is calculated from the measured pressure drop bgnsi of
equation (3.23). A value of z= -0.21 give§=Ap/(LGz”Tf1_bz):O. 73Mhe
cRd*“*(1+ D/ 2d)
2‘&.2+zgzpa
size is calculated from equation (3.1&)=d./(1-¢£)"® =0.0500 m. The pore
diameter is estimated from equation (3.8):=4¢/A,(1-£)=0. OXidbwhere

A/=6/D. When substituted into the definition foy, these values give = 10.65.
This is very close to the average value éprshown in Table 6, which was
calculated from all the measured pressure droptgoirhe value ot, is shown
graphically in Figure 14.

, 1S used to calculate the value ®fThe RUC

definition c, =

Heat transfer coefficient calculation

Table 15: Values to calculate heat transfer pararset

G 0.4669 kg/rfs T.att=0 25 °C

Pa 100 450 N/rh v 0.54

£ 0.381 Pr 0.69

k¢ 0.0288 W/mK T (inlet) 61 °C (334 K)
D(=d) 0.0426 m & 1006 J/kgK
Ks 2 W/mK L 0.5m

AX 0.0109 m Ds 2750 kg/m

Cs 820 J/kgK At 1ls

g 3.75 x 10" kg/msK® | b 0.683

These calculations are for the 42.6 mm shale, dutie charging cycle, with an
air mass flux of 0.4669 kgAs. The calculation is for the first segment of the
packed bed for the first time step of charging.

The Nusselt number may be calculated from coreiati(4.1) to (4.6) or the
Martin GLE equation (4.10). These are very similarform, so only that of
Martin GLE and Wakaet al.— equation (4.2) — is shown here.



The air density p, = p,/RT, =100450(287%x334) = 105 kg/m® and the air
viscosity at 61 °C is estimated as :ngb =199x10° kg/ms. The particle
Reynolds number iRe, =GD/ u; =999.

The Hagen number is calculated from equation (4a$4)0.5x18 The ratiody/Ls,
from (4.13) is 0.350. The value rfis chosen as 0.45, the value Martin gives for
spheresWhen substituted into (4.10), these give a Nussetiber of 66.4, oh =

45 W/ntK.

The equation of Wakaet al. - (4.2) - givesNu=hD/k, =632, or h = 43

Wm?K. This is very similar to the value from the MartGLE equation. (For a
mass flux of 0.2 kg/As — as discussed in section 6.Re, =GD/ u; =428 and

the equation of Wakaet al. givesh = 26 W/nfK.)

The next step is based on the heat transfer ceefficalculated from the equation
of Wakaoet al: 42.7 W/nfK. In order to calculate th¥TU value, it is necessary
to converth into a volumetric heat transfer coefficiertt; =ha=  3728m’K,

where a=6(1-¢)/D =872 m’m®. NTU is calculated from equation (4.8) as
3.97.

If the value ofNTU is adjusted to take into account the thermal t&sce of the
individual rocks, the Jeffreson correlation (4.8/R)esNTU, = 3.63, 9 % smaller
than the unmodified value, wheii, =hD/2k, =  045the values of kwere 3

W/mK, NTU, = 3.75, which is only 6 % smaller than the unmiedifvalue.

The adjustment of Sagara and Nakahara given intieqgsa4.7) and (4.9) gives a
modifiedNTU value of NTU" = 20NTU /(3B +20) = 329where B =1.367 from

equation (4.9). The nelNTU value is 17 % smaller than the unmodified valde. |
ks were 3 W/mK,B = 0.911 andNTU' = 3.49, which is 12 % smaller than the
unmodified value. The modification of Sagara andkaeara is more sensitive to
low particle conductivity than the correlation oéffleson, and it predicts a
reduction in heat transfer through the packed bhatlis almost double that of the
prediction by Jeffreson.

The fluid and solid temperatures in the inlet segimeay now be calculated for
the next time step. THETU, value of 3.63 from the Jeffreson correlation isdis
for all NTU terms. Equation (4.24) allows the average fluidgerature in the
segment to be calculated from the inlet air tenpeea(equivalent tds; = 61 °C
in this case):

T, 1 = (61) — (61-25)(1— 730019709 =58 27 oC



The value ofyp =1-e VUL =1 73030010909 = 0 97588 and 7 = 1489s for

the whole bed from equation (4.22). Equation (4.863%olved according to the

finite difference scheme presented in equation)(3vBeret is scaled according

to the segment size by the ratlix/L, which gives a time constant for each
segment of about 32 s. The time step used, 1llaesssthan this, as required. The
segment average temperature at the next timefsvep(5.9), is

1. 1 1
25+273(1- —46—— 0.07588 + (58+ 273(46—— 0.0758
T_+:( 317546 189 §+ 6 346, a9 9
' 1+146- 1 007588
2" 148¢

so T,," =(29765+0.776)/1.0012= 298 077K or 25.077 °C. In other words, the

rock temperature in the first segment warms by D@7 in the first time step of
the charging process.

Rock heating rate in oven: heat transfer coefficieestimate

The rock samples that were thermally cycled betweem temperature and 500 -
520 °C in the oven were heated by natural convectiadiation from the oven

walls, and conduction from resting on the oven rflodbhe heat transfer by

conduction is ignored, based on the assumption esf/ \small contact area

between the rock and the floor. However, the raahatrom the oven walls and

the natural convection heat transfer to the samplesughly estimated to allow

an effective heat transfer coefficient to be calted and compared with that in a
packed bed with forced convection. In a packed lieel,rock temperature at a
given cross-section should be similar to each otties should result in less

radiation heat transfer between particles thamiowen.

Mills (1999) lists some equations to calculate raltaonvection Nusselt numbers.
For a sphere,

0.589Ra"*®
Nu=2+ 9/16714/9 (1.1)
[1+ (0.469/Pr) ]

where the Rayleigh numbeRa:GrPr:Pr,BAngD3/UZ. The volumetric

coefficient of expansioff = 1/Ty, for an ideal gasTsm is the film temperature
and gy is the gravitational acceleration.is the kinematic viscositydT is the
difference in temperature between the rock andihe

When the rocks are replaced in the oven they aap@oximately 50 °C. If the air
properties are evaluated at the mean film temperaifi(50+510)/2 = 280 °C, Pr



= 0.69 andv = (28.0x1(/0.648) = 4.32 x1® m%s and k= 0.0418 W/mK. The
average rock size is about 0.05 m.

The Rayleigh number is calculated based on airgst@s at the film temperature
Ra= 069x(510-50) x 981x 005*/[( 432x107°)*(280+ 273] =377x10°. When
substituted into equation (I.1), this givlsl = 13.2. The heat transfer coefficient
is thereforeh = Nu k, /D =11 W/m’K. The heat flux per unit surface area at this

temperature difference i@'/A% =hAT =11x460=5 kW/m?. However, this may

over-estimate the natural convection heat tranafethe rocks rest on the floor of
the oven.

If the heat transfer coefficient is estimated fdtaa plate, Mills (1999) gives the
relation

Nu = 082Ra" (1.2)

which is for a cooled square horizontal plate fgaip. It is valid in the range 10
< Ra <10™. If the plate dimension is assumed to be the garsizeD of 0.05 m,
the Nusselt number is 11 WKy very similar to that predicted by equation (1.1)

The initial radiation heat transfer to the rock nieeyestimated for the same rock
and oven temperatures used above. The rock i®trest a convex grey object in
a grey enclosure. It is assumed that the ovenng &nd the walls are all at an
equal temperature of 510 °C. The emissivtyf the rock and oven walls is
assumed to be 0.5. The heat flux absorbed by thenestis

Q/A =oe (T, -T.,') =10 kW/n?, whereo is the Boltzmann constant of 5.67

(10%) W/m’K*. T is the rock temperature, 50 °C (323 K) ahg is the oven
temperature, 510 °C (783 K).

The total initial heat flux on the rocks is the swmnthat from convection and
radiation: 15 kW/r This is the equivalent of a heat transfer cogffit of about

h=Q,,/ AAT =33 W/nK. This is of a similar order of magnitude to theah

transfer coefficient calculated for the shale anass flux of 0.4667 kg/fa —
about 42 - 45 W/AK.

It is likely that a packed bed will be used at wdo mass flux then 0.47 kgfm
At a mass flux of 0.2 kg/fs, for 0.05 m particles, at an air temperaturelo?®,

My =gT," =199x10°, k = 0.0288 W/mK andRe, =GD/x, =501 The

equation of Wakao predicts a Nusselt number of ,4&tich is a heat transfer
coefficient of 24.5 W/ifK. This is of a similar magnitude to the estimateght
transfer coefficient of the rock samples in the mpveo it appears that the
estimated heating rates in the thermal cyclingstast the expected heating rates



in large packed beds are roughly comparable whentemperature difference
between the rocks and air is large.

Steam cycle power generation

If it is assumed that the average steam cycleieffoy isy = 30 % as in section
7.2 (heat energy to electrical output, with allskles taken into account), the power
generated from a steam cycle may be roughly esuiniom the expression
P, =nmcAT,. AT, is the difference between the temperature of the a

supplied to the steam cycle from the packed bed,the ambient temperature.
The calculation is based on conditions listed ibl&&® (constant discharge mass
flow rate of m, =224 kg/s for 10 hours, and an ambient temperature5diQ),

and a specific heat capacity of aj = 1028 J/kgK. The air supply to the steam
cycle is assumed to be at a minimum average tertyperaf 480 °C, which is
lower than the expected average temperature, 5@0 f@re for the first 8 hours
of discharging (see Figure 43 and Figure 44). Tleetecal power generation
potential is estimated as

P, = 0.3x 224x1028% (480~ 25) = 31.4 MWL..

If the ambient temperature were as high as 50 ¥@chwmay be possible under
extreme conditions in arid regions, the power gatnan is estimated as

P, = 0.3% 224x1028% (480~ 50) = 29.7 MWL.

Note that this ignores the fact that the air indghperature to the storage will be
50 °C and not 25 °C, which would increase the fionevhich the storage could
provide air at temperatures above 475 - 480 °C.

Both calculations ignore the possibility of feedihg exhaust heat from the steam
boiler back into the rock bed, so that the dischaag enters the rock bed at a
higher temperature. This should slightly prolong thme for which the storage
could provide air at above the minimum temperature.

It should be noted that these calculations areligish and do not take into
account any thermal losses from storage, or ottesek that may occur. Further
work and analysis is required to determine the igmze of these influences.



