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Abstract 

The Stellenbosch University Solar Power Thermodynamic (SUNSPOT) cycle is 

regarded as a viable solution to the current energy demand in South Africa. 

Solarised combined cycles with thermal energy storage results in lower carbon 

intensive energy production and a greater electricity dispatch ability. This study 

shows how the SUNSPOT cycle improves on conventional combined cycle 

technology. This is done by modelling and analysing the components individually 

and considering how the configuration of the SUNSPOT elements affect the 

resulting energy output and associated costs of implementation.  

Two 4.6 MW Mercury 50™ gas turbines are combined with the 6 MW SST-060™ 

steam turbine to form the base combined cycle with which the SUNSPOT is 

compared. Analytical formulations are implemented for off-design operation and 

validated using the results from other simulation tools. The combined cycle thermal 

efficiency with these two components at design point is low (41.3 %). This is 

explained by the lack of optimisation and low design point thermal efficiencies of 

both the gas and steam turbines. The solar receivers applicable are researched and 

modelled along with the typical solar resource, optics and collection analysis. 

Validated high-level models for the high-pressure central air receiver and thermal 

rock bed storage are used to determine the design point parameters and 

performance. Annual transient simulations showed that the addition of thermal 

storage not only changed the way the plant is operated, but also increased the 

thermal efficiency of the plant. This is due to the steam turbine operation throughout 

the cooler parts of the day resulting in lower condensing pressures. When 

comparing the SUNSPOT cycle with the solar retrofitted combined cycle the 

thermal efficiency increased with 0.67 %. The SUNSPOT cycle showed up to 40 % 

drop in fuel consumption when compared with the combined cycle. A solar multiple 

of two gives a high solar fraction and fuel efficiency while maintaining the annual 

solar efficiency above 20 %. The cycles are compared on a thermo-economic basis. 

It is found that the operational expenditure of the SUNSPOT cycle did not decrease 

as much as expected. Even though the fuel consumption dropped significantly it is 

shown that the SUNSPOT cycle requires more technicians in the field and control 

operators therefore increasing the annual operational costs. At a solar multiple of 

two the SUNSPOT cycle resulted in a levelized cost of electricity of 2.12 R/kWh 

which compares well with other concentrated solar power technologies as given in 

the revised Integrated Resource Plan of 2016.  

The research in this study showed that the SUNSPOT cycle could provide a 

competitive edge in the energy market given the maturation of components such as 

the thermal rock bed storage, central receiver systems, high-pressure air receivers 

and solarised gas turbines. It is also recommended that the SUNSPOT cycle should 

be modelled on a larger scale to make use of higher combined cycle efficiencies 

and to make a fair comparison between the SUNSPOT cycle and current operational 

concentrated solar power technologies.  
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Uittreksel 

Die “Stellenbosch University Solar Power Thermodynamic” (SUNSPOT) 

kringloop word beskou as ‘n lewensvatbare oplossing vir die huidige energie tekort 

in Suid-Afrika. Hierdie studie wys hoe die SUNSPOT kringloop op die gewone 

gekombineerde kringloop verbeter. Die benutting van sonkrag en ‘n termiese 

warmtestoor lei tot ‘n laer koolstof energie produksie en hoër elektrisiteits 

versendings vermoë. Die individuele komponente is gemodelleer en analiseer om 

sodoende die gesamentlike effek van die SUNSPOT kringloop te bepaal op ‘n 

energie uitset basis sowel as die kostes verbonde aan implimentering.  

Die vergelykende gekombineerde kringloop bestaan uit twee 4.6 MW Mercury 

50™ gasturbines en ‘n 6 MW SST-060™ stoomturbine. Analitiese modelle word 

gebruik om hierdie komponente se gedrag oor ‘n reeks van toestande te simuleer. 

Die modelle is geverifieer met behulp van data beskikbaar vanaf ander simulasie 

programme. Die termiese doeltreffendheid van die gekombineerde kringloop met 

hierdie spesifieke komponente is redelik laag (41.3 %). Dit is as gevolg van ‘n lae 

ontwerpspunt doeltreffendheid van beide komponente en ‘n ongeoptimaliseerde 

ontwerp. Die verskeie warmte ontvangers, straal versamelaars en die optiese 

toepassing van sonkrag is nagevors en gemodelleer. Om die ontwerpspunt 

parameters en optrede te bepaal is hoë vlak modelle vir die hoë druk sentrale lug 

ontvanger en termiese rots warmtestoor gebruik. Jaarlikse verbygaande simulasies 

het gewys dat die warmtestoor gebruik kan word om die operasionele strategie te 

verander en het so ook tot hoër termiese doeltreffendheid gelei. Dit is as gevolg van 

die stoomturbine wat deur die kouer dele van die dag krag opwek en sodoende van 

‘n laer kondenseringsdruk gebruik maak. In vergelyking met die gekombineerde 

kringloop wat slegs uitgele is met sonkrag het die SUNSPOT kringloop ook gewys 

om termiese doeltreffendheid met 0.67 % te lig. Die SUNSPOT kringloop gebruik 

40 % minder brandstof as die gekombineerde kringloop alleen. ‘n Sonkrag 

veelvoud van twee lewer die hoogste sonkrag breuk en brandstof doeltreffendheid 

sonder dat die sonkrag doeltreffendheid onder 20 % val. ‘n Termies-ekonomiese 

ondersoek is uitgevoer op die stelsels. Daar is gevind dat die SUNSPOT kringloop 

nie die operasionele kostes bestendig verlaag het nie. Na verdere analise is gesien 

dat bykomende kostes vir tegniese personeel die kostes van brandstof gespaar 

versag. Die SUNSPOT kringloop met ‘n sonkrag veelvoud van twee lei tot ‘n 

gelykmakende koste van elektrisiteit van 2.12 R/kWh. In vergelyking met die 

hersiende “Integrated Resource Plan” (2016) is daar gevind dat die SUNSPOT egter 

kan kompeteer met huidige gekonsentreerde sonkrag tegnologie in Suid-Afrika.  

Dit is dus gevind dat die SUNSPOT kringloop ‘n kompeterende oplossing in die 

huidige energie mark kan wees indien die komponente soos die termiese rots stoor, 

setrale ontvanger sisteme, hoë druk lug ontvangers en sonkrag gasturbines tot 

volwassenheid ontwikkel. Daar word voorgestel dat die SUNSPOT kringloop op ‘n 

groter skaal gemodelleer word sodat billike vergelykings gemaak kan word met die 

gekonsentreerde sonkrag wat huidig in Suid-Afrika toegepas word.           
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Chapter 1 

 Introduction 

1.1 Background 

On a global scale, countries are focusing their attention on structuring their 

electricity production fleets to become more sustainable and environmentally 

friendly. Advocated by the Paris agreement, a collective of countries have 

determined to keep the global mean temperature rise below 2 °C (United Nations, 

2015). At the annual United Nations Climate change conference in 2015, 186 

countries presented their action plans to reduce carbon emissions at the Paris 

agreement (2015). However, 67.2 % of global electricity demand is still only being 

met by fossil fuels as stated by the International Energy Agency (2015).  

South Africa’s energy sector is focusing on implementing renewable and 

sustainable energy projects that are economically viable. Focus is placed on less 

adverse environmental impact as highlighted in the integrated energy plan by the 

Department of Energy (2012). Coal-fired power plants have been used to meet the 

country’s base-load energy requirements for the past few decades and shifting to 

other energy resources pose many challenges regarding cost, despatch ability and 

supply security. Concentrated solar power (CSP) is currently being researched to 

be a possible alternative due to thermal energy being stored more efficiently and 

affordably than electrical energy. South Africa also has a high solar resource 

availability with direct normal irradiance (DNI) levels reaching values of up to 

about 3 000 kWh/m2 according to the Centre for Renewable and Sustainable Energy 

Studies (2014). To this date many CSP technologies such as parabolic trough plants 

and central receiver towers have been successfully implemented to supply heat to a 

heat transfer fluid (HTF) which in turn heats up steam to drive conventional steam 

turbines for power production. However, investigating new technologies for 

generating power remains essential to develop more energy effective, 

environmental friendly and lower cost methods of using solar radiation. 

The solar thermal energy research group (STERG), founded by the Stellenbosch 

University, forms a hub of affiliated researchers striving towards a cleaner future 

with the implementation of solar radiation for heating, cooling and power 

production. As part of a master’s degree, this research study will focus on 

investigating whether the Stellenbosch University Solar Power Thermodynamic 

(SUNSPOT) cycle as proposed and patented by Kröger (2011) can contribute 

towards reaching a sustainable future.  
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1.2 The SUNSPOT cycle 

Central receiver systems (CRS) are highly efficient solar collectors. High 

concentration ratios in the range of typically over 1 000 results in very high 

temperatures at the receiver outlet. CRS also have considerable lower piping losses 

and costs on multiple parts compared to line-focused systems. CRS are 

implemented to heat a typical HTF (such as oil, molten salt or steam) which 

exchanges heat with the steam driving a steam turbine. Some plants also include 

thermal storage for longer and more consistent energy production even when DNI 

levels are inconsistent or zero. The systems described above are summarised by 

BINE Information service (2013). Kribus et al. (1998) shows that solar combined 

cycle (CC) power generation is possible at very high thermal to electric efficiencies. 

This is due to high temperature operation of the Brayton gas turbine such that a high 

Carnot efficiency is reached. Efficiency is further improved as the exhaust air is 

used to drive a bottoming Rankine cycle. Study done by Heller and Hoffmann 

(2013) proposes to use a high-pressure air receiver to drive the Brayton cycle and 

another low-pressure air receiver that is directly connected to the thermal energy 

storage system (TESS) for the secondary Rankine cycle. 

The SUNSPOT cycle is a CRS driving a combined cycle plant with an addition of 

auxiliary fuel and storage for excess heat. A field of heliostats concentrates DNI 

onto a central receiver using air as both the working and heat transfer fluid. The air 

receiver can be either an open volumetric, pressured or non-pressured air receiver. 

Depending on the receiver and heliostat field size, the air is generally heated up to 

around 800 °C and further auxiliary fuel combustion is necessary to reach air 

temperature of 1 100 °C to drive the gas turbine. Exhaust gas with temperature 

ranging from 500 °C is either stored in a TESS, with rock bed storage being the 

proposed system by Allen (2010), or used to heat water and superheat steam directly 

for driving a steam turbine. The system configuration as defined by Kröger (2011) 

is seen in Figure 1. The inclusion of auxiliary gas burners results in a hybridized 

system which benefits the system in making it possible to be used as a peaking plant 

or for continuous power production, regardless of solar resource availability. 
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Figure 1: Stellenbosch University Solar Power Thermodynamic cycle by Kröger (2012) 

1.3 Objectives 

1.3.1 Modelling and simulation of a combined cycle power plant 

The first part of the research considers the construction of a simple combined cycle 

power plant model to validate and understand its operation before moving to 

combine it with solar power and TESS. Simple models are used to define and 

simulate the complete Brayton cycle, heat recovery steam generator (HRSG) and 

Rankine cycle.  The scope does not require highly accurate multidimensional 

models. The models are validated with similar models and existing component data. 

1.3.2 Modelling and simulation of the solar components and thermal 
storage. 

The objective of this part is to construct the models required to describe the solar 

resource, its harnessing and application for the combined cycle. A simple thermal 

storage model describing the basic thermocline is applied. The models are deduced 

from work done by other authors who have already validated them to the required 

accuracy for a high-level analysis. 

1.3.3 Analysis of various application approaches to represent the 
SUNSPOT cycle or its variations 

The configurations building up to the SUNSPOT cycle are investigated to find the 

most optimum integration considering both the total system efficiency and solar 

fraction. Fuel usage, annual yield and production consistency are then evaluated.  
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1.4 Methodology 

A conventional combined cycle power plant (CCPP) is modelled, simulated and 

verified. The cycle is then altered by adding solar energy and storage also to show 

how the initial combined cycle power plant output improves both technically and 

thermo-economically. The simulations are carried out using Matlab® (Mathworks, 

2017) and the data analysis is done in Microsoft Excel® (Microsoft, 2016).  

1.4.1 Literature study 

The literature study focusses on developing high level models. Lower level detailed 

models are not part of the scope of this study. The research focusses on existing 

models of the various receivers, storage and combined cycle designs. Models, their 

application and optimal operating conditions are researched for: 

• Solar field (heliostat and tower) configuration and optimization models. 

• Solarised gas turbines. 

• Thermal rock bed storage. 

• Heat recovery steam generators. 

• Steam turbines and condensers. 

1.4.2 Model, simulate and validate the combined cycle, solar and 
thermal storage components 

Theoretical models are constructed pertaining to steam turbine, gas turbine and 

HRSG operation and performance. The models are individually evaluated to see if 

high level inaccuracy is acceptable and then combined and re-evaluated. Parametric 

focus is placed on mass-flow, operational temperatures and pressures, system 

efficiency and power output. The solar resource availability for annual periods is 

determined using solar geographic information system (GIS) data and latitude and 

longitude information. The type of solar collector and absorber system is chosen 

and the theoretical models for its application defined. The most applicable thermal 

storage is chosen and modelled using simple thermocline estimates. The 

simulations are carried out using Matlab® (Mathworks, 2017).   

1.4.3 Integration from combined cycle to sunspot cycle 

With an accurate combined cycle plant model, the solar and storage components 

are added and evaluated using different integration techniques. This shows how it 

improves on the initial combined cycle. These configurations are then compared 

and the most suitable configuration pertaining to system efficiency, physical 

feasibility, fuel usage, solar share and power output and consistency is chosen.   
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1.4.4 Final evaluation and documentation of findings 

The research concludes by stating the immediate and potential feasibility of 

implementing the SUNSPOT cycle, what major obstacles there still are to 

overcome, and propose specific research fields vital to making the SUNSPOT cycle 

part of South Africa’s plan for a more sustainable future.  

1.5 Motivation 

1.5.1 The case for solar thermal energy and the SUNSPOT cycle 

The earth’s supply of renewable energy is grouped by three sources and dominated 

by solar power (Twidell and Weir, 2006). The other two major supplies are found 

in geothermal sources and the planetary motion of the earth. The amount of solar 

energy available exceeds the capacity of these two other sources by factors of 4 000 

and 40 000 respectively. Twidell and Weir (2006) showed that of the 120 PW solar 

resource absorbed by the earth, two thirds are available for sensible heating 

processes and only a fraction (<0.1 %) can be used for photon processes such as 

photovoltaics (PV). The complexity and costs of harnessing the solar power plays 

the biggest role in energy generation systems. Even though the PV industry has 

matured and provides affordable energy, the reason why this study focusses on 

sensible heat is due to its storage ability. It is required to show that CSP can offer a 

non-intermittent solution to the energy problem and for that various systems have 

been developed, tested and commercially implemented. The ongoing research into 

different technologies is required for CSP to start maturing as an energy solution. 

The SUNSPOT cycle offers a competitive solution due to its extremely high 

efficiencies. More research is still required to prove its usefulness and the 

technology readiness levels of its components need to be developed and matured. 

1.5.2 CSP: Peaking and load following solution 

This study argues the case for using solar resource not as an intermittent source but 

in hybrid with conventional fuel as a peaking or load following solution to the South 

African electricity grid. Silinga and Gausché (2013) argued and showed that CSP 

can be used competitively as a peaking energy system. They showed that a 

combined CSP and diesel powered Open Cycle Gas Turbine (OCGT) plant had a 

much lower levelized cost of electricity (LCOE) and fuel dependency than the 

standard OCGT plants considered in the current Integrated Resource Plan (IRP, 

2016) peaking solutions. Silinga et al. (2014) further showed that with the typical 

two-tier tariff structure in South Africa it would result in CSP being an optimal 

solution for peaking and load following profiles.  
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1.5.3 The motivation for a high-level model of the SUNSPOT cycle 

The SUNSPOT cycle might play a significant role in reaching the “2 °C Paris 

agreement” margin, uninterrupted power supply and sustainable economic growth 

in a country such as South Africa. Developers need to be convinced that the 

technology is worth investing in. A high-level model and simulation program is 

necessary to give this perspective and help evolve the still very crude concept. 

Research on many of the SUNSPOT components, specifically the air receivers and 

storage, are vital in proving the concept. Studies done by Allen (2010) and Heller 

(2013) show that rock bed storage is a likely solution for storage of the SUNSPOT 

technology. Work was recently done by Lubkoll et al. (2015) on pressurised air 

receivers and successful modelling and simulation of open volumetric air receivers 

have been carried through by Ahlbrink et al. (2009). A review done by Avila-Marin 

(2011) showed that major progress has been made in using air receivers to reach 

temperatures of over 800 °C. Some aspects of the receivers such as material 

durability and window design requires further investigation before the necessary 

technology readiness levels are met. Heller and Gauché (2013) showed significant 

improved energy output together with decreased auxiliary fuel usage by 

implementing a dual pressure air receiver. This was due to the ability of the receiver 

to refocus on the low-pressure part directly charging the storage and thus removing 

dumping losses. The study however shows that if the technology is to be proved 

feasible plant components should be optimised, and that a techno-economic study 

for dispatchable power generation is required.  

A major concern regarding the configuration of the SUNSPOT cycle is the trade-

off to be made between solar share and conversion efficiencies. With current 

limitations to the output receiver temperatures keeping the maximum temperature 

below 1 100 °C, we are caught in a stalemate. The solar share is kept high when the 

firing turbine inlet temperature is matched with receiver outlet temperature. 

However, the higher the turbine inlet temperature of a gas turbine the better the 

thermal energy conversion efficiency. When there is inadequate solar resource 

available to a system incorporating low solar to heat conversion efficiencies it 

requires more fuel combustion causing high emissions. Therefore, it is part of this 

assignment to consider different configuration setups that can resolve these 

mutually conflicting conditions. The ideal is to retrofit existing combined cycle 

configurations to allow solar operation. The gas turbines however operate at high 

turbine inlet temperature’s (TIT) and such retrofitting will thus result in very low 

solar shares and is deemed to be very complicated in practice.   
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Chapter 2 

 Solarised combined cycles 

The application of solar energy for power production is vast in diversity and has 

been researched extensively for both PV and thermal applications. This research 

study focuses specifically on the thermal application of CSP as to compliment a 

system such as the CCPP. Some of the most compelling research done in this 

application is by Spelling (2013). He focused on the application of solar to the 

Brayton cycle before the air enters the combustor. He evaluated this for CCPP and 

analysed the thermo-economic implications. 

Figure 2 shows the hybrid solar gas-turbine unit that Spelling (2013) used to 

represent the simple cycle. He analysed the application of solar on two specific 

turbines from Siemens Industrial Turbomachinery namely the SGT-500 and the 

SGT-750. He found that the turbine operating at a lower firing rate resulted in high 

annual solar shares reaching 63 % at the expense of a lower cycle efficiency. Both 

turbines also showed physical limitations to integration of solar. The SGT-750 

requires high firing temperatures and the large solar shares required would make it 

unaffordable. The SGT-500 operating at a lower TIT is fired at such a low 

temperature that it results in inefficient burning and high CO2 emissions.  

 

Figure 2:  Sub-components and mass flow of the hybrid solar gas-turbine unit (Spelling, 

2013) 

Spelling (2013) also focused on optimising the gas turbine units. The optimisation 

showed a reduction in LCOE for turbines operating at moderate solar shares 

between 14 % and 26 %. Compression pressure ratios greater than 22 were required 
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to achieve desired conversion ratios. High pressure ratios result complex 

component design due to limitations on the allowable receiver pressures.  

Spelling (2013) further focused resolving the limitations that simple cycle power 

plants proved to show, especially in terms of the solar share achieved. The first 

improvement introduced is the addition of thermal storage in parallel between the 

receiver and combustor as shown in Figure 3. This allows power production from 

solar generated heat for a more prolonged period independent of immediate 

radiation. The maximum solar share can now be increased by more than 50 %. The 

second improvement suggested by Spelling (2013) is to add a bottoming cycle using 

the exhaust heat from the gas turbine to drive it.  

 

Figure 3: Simple gas-turbine combined with storage investigated by Spelling (2013) 

The bottoming cycle, which is presented in Figure 4, consists of a dual pressure 

steam turbine operating at a high and low temperature. The HRSG is equipped with 

both high and low-pressure economisers, evaporators and super heaters. It was 

shown that such a CCPP results in a 15 % decrease in electricity cost compared to 

simple cycle power generation. However, the configuration did not yield the same 

annual solar share compared to the SC because of the higher firing temperatures 

required for CC’s. When the CC was combined with the storage component solar 

shares rose to over 90 %. Spelling (2013) argues that such a configuration results 

in a lower LCOE along with much lower carbon emissions when compared to any 

modern conventional power plant design. 
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Figure 4: Bottoming cycle steam turbine, HRSG and condenser setup investigated by 

Spelling (2013) 

Another example of work done on the retrofitting of CCPP with solar resource was 

done by Da Roche (2010). The configuration is quite different from that proposed 

in this project and presented by Spelling (2013). He presents a configuration where 

the supplementary steam is generated through a parabolic trough plant and injected 

with the steam generated by the HRSG. This configuration is commonly known as 

the integrated solar combined cycle (ISCC). His studies showed that the integration 

greatly improved the cost of electricity and made it very competitive with 

conventional power production. An existing 140 MW ISCC power plant is found 

in Kuraymat, Egypt (NREL, 2017).   

Nel (2014) presented work on the simulation and characterisation of CSP plants. 

His work focusses on three typical configurations which is the simple steam cycle 

(Figure 5), the simple gas cycle (Figure 6) and the combined cycle (Figure 7) 

adapted to allow CSP implementation. The CSP part is represented by the solar 

collector field (SCF) and the thermal storage. The typical Rankine cycle is altered 

by using the heat for the SCF, transported by a HTF, to replace the coal-fired 

combustor as the source of heat for the boiler application. The whole combustion 

process is also replaced by the SCF for the Brayton cycle operation. The combined 

cycle is similarly adapted with the option of hybridising it with a duct burner to 

reach higher TIT’s. Thermal storage is added to the CC configuration making 

prolonged production, when there is less or no solar resource, possible. During 

daytime the sun supplies thermal energy to the SCF, which incorporates 

atmospheric air as both the HTF and working fluid in combination with the 

combusted gas. The duct burner is used to heat air to temperatures that are more 
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efficient for gas turbine operation but limited by the maximum solar field 

temperature that can be reached. The exhaust gas from the gas turbine is then either 

used for the boiler operation or stored by means of thermal storage to be used later. 

The storage charges at a rate that is dependent on the relationship between the mass 

flow from the exhaust and of that required by the steam turbine. As seen in Figure 

8 the plant operation during night time and cloudy days is much different. The 

whole Brayton cycle section is removed from the operation and the heat stored in 

the thermal storage is used by the boiler to generate steam. The combined cycle 

configuration is beneficial because it allows a more diverse range of temperatures 

and increases the overall efficiency.  

 
Figure 5: Solarised Rankine cycle 

configuration proposed by Nel (2014) 

 
Figure 6: Solarised Brayton cycle 

configuration proposed by Nel (2014) 
 

 
Figure 7: Solarised combined cycle configuration 

proposed by Nel (2014) 

 
Figure 8: Non-solar operation of 

Nel's (2014) combined cycle 

plant. 

 



 

11 

Chapter 3 

 Conventional combined cycle plant 

The CCPP is a combination of two well-known thermodynamic cycles, namely the 

Rankine and Brayton cycle. Combining these cycles results in higher system 

efficiencies and the combination of cycles implementing different HTF’s results in 

utilising complimenting advantages such as temperature ranges. The cycle 

operating at the higher temperature range, in this case the Brayton cycle, is referred 

to as the topping cycle. The cycle operating at the lower temperature range is 

referred to as the bottoming cycle. The gas turbine contributes approximately two 

thirds of the total combined cycle power output.  

The use of air and steam for the Brayton and Rankine cycle respectively is typical. 

Air is readily available and can be used in modern gas turbines at temperature 

ranges from 1 000 °C to as high as 1 600 °C for the turbine inlet temperature. Water 

is used for the bottoming cycle because it is widely available, inexpensive, suitable 

for low and medium temperature ranges and is non-hazardous. Kehlhofer et al. 

(1999) argues that even though organic fluids such as ammonia could be more 

effectively implemented in the low exhaust temperature range, technological 

development in higher gas turbine outlet temperature will make these advantages 

less significant. With these technology improvements solar powered and hybrid 

CCPP are considered to reduce the construction of baseload power plants such as 

coal fired and nuclear power plants. This is due to higher thermal efficiencies, less 

fuel dependency and improved environmental impacts.  

The biggest benefit of the CC is the higher efficiency yield. This improvement can 

be explained in terms of the Carnot efficiency. It describes the ratio of the difference 

between the temperatures of the energy supplied and dissipation heat over the 

temperature of the energy supplied for a theoretical ideal cycle. Equation 3.1 is 

given by Cengel and Boles (2015) as: 

𝜂𝑐𝑎𝑟𝑛𝑜𝑡 = 1 −
𝑇𝑜𝑢𝑡

𝑇𝑖𝑛
       [3.1] 

On a thermodynamic basis there are many energetic (such as heat) and exergetic 

(such as irreversibilities with regard to the second law of thermodynamics) losses 

that the Carnot efficiency does not take into consideration. Considering only the 

Carnot efficiency it is better to have a larger difference in temperatures at which the 

working fluid receives and rejects heat. Combining the Brayton cycle and the steam 

Rankine cycle can yield such an improved Carnot efficiency as calculated in Table 

1. Actual efficiencies are however around 75 % and 80 % of the Carnot efficiency 

for the combined cycle and conventional steam power respectively making the 
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difference between the two less extreme. Kehlhofer et al. (1999) demonstrated that 

the optimum gas turbine varies for simple cycle and combined cycle application 

due to the optimum point for turbine efficiency and exhaust temperature and the 

role that the exhaust temperature has on the efficient operation of the steam cycle.   

Table 1: Thermodynamic comparison of gas turbine, steam turbine and combined-cycle 

processes 

Cycle Brayton Cycle Rankine Cycle Combine Cycle 

Typical temperature of heat supplied [K] 1 200-1 600 650-850 1 200-1 600 

Typical temperature of heat rejected [K] 800-900 300-350 300-350 

Carnot Efficiency [%] 25-50 46-65 71-81 

Typical actual thermal efficiencies [%] 30-40 25-40 55-60 

3.1 Concepts and selection criteria 

Kehlhofer et al. (1999) gives the basic descriptions for typical CC concepts, their 

operation and benefits. These concepts are still applicable today with most CC 

plants. Depending on the output they typically vary between single, dual and triple 

pressure steam cycles with either reheat or non-reheat turbines. As with any other 

plant, there are certain design procedures that can be used to simplify the selection 

process. Kehlhofer et al. (1999) highlights the initial plant’s operating and 

performance requirements that should be analysed. The following are some general 

requirements to establish: 

• The power demand, including minimum and maximum limits and grid 

limitations (and frequency connection), to set the gas turbine’s base load 

point. 

• Auxiliary process demands will result in specific temperature, pressure and 

mass flow requirements.  

• Type of load application along with expected operating hours and number 

of stop/starts annually.  

• The competing levelized cost for operating power plants.  

The ambient conditions also play a role in the design of the plant. Most gas turbine 

performance characteristics are quoted at ISO standard conditions (15 °C, 

101.3 kPa, 60 % relative humidity), and developing a new turbine for specific 

ambient conditions is not justified economically. However, the gas turbine will 

perform differently at varying conditions and therefore will affect the steam 

generation process. The steam turbine is designed for a specific application with 

steam pressure playing a significant role.  

The two ambient conditions that affects the combined cycle operation the most is 

the air temperature and pressure. As air temperature rises, it reduces the air density 

and therefore the mass flow rate, which lowers the gas turbine output. When the 

density of air decreases more power is required by the compressor. The ambient air 
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pressure also decreases at higher elevations resulting in lower air densities. When 

the mass flow decreases along with the rising of air temperature the pressure ratio 

in the turbine decreases. The increase of ambient temperature does result in a higher 

exhaust gas from the gas turbine and therefore improves on the steam turbine 

performance. However, changes in mass flow are more dominant than changes in 

exhaust temperature of the gas turbine. Higher relative humidity also effects the 

output of the plant to some degree. There is a higher moisture content in the air, 

which results in a loss of thermal energy at combustion due to vaporisation.   

The resources available is another important aspect to consider when designing a 

CCPP. These resources include the fuel source and cooling media. Generally, where 

it is inexpensive and readily available, water is used to remove the waste heat from 

the condenser due to its excellent heat-transfer properties and high specific thermal 

capacity. The temperature of the cooling medium influences the efficiency of the 

thermal process. A lower cooling medium temperature results in a lower condenser 

pressure, and the steam turbine output increases due to a greater enthalpy drop. 

Above a condenser pressure of 100 mbar there is minimal change in enthalpy drop 

in the turbine. However, at higher pressures a lower volume flow rate is required 

resulting in a smaller turbine and lower costs (Kehlhofer et al., 1999). In the 

condenser the best vacuums are created with direct water cooling. Water cooling 

with a wet-cooling tower with direct air cooling is less efficient in creating such 

vacuums.  

Considering the fuel source, the focus varies between sulphur content and the lower 

heating value (LHV) of the fuel. The sulphur content has an impact on the design 

of the HRSG. This is because the HRSG should be operated at levels above the 

sulphur content dew point. The LHV of the fuel is the determining factor. When 

using a fuel with a low LHV a higher combustion rate is required to ensure the 

required chemical heat supply, resulting in higher turbine output and efficiency. 

The enthalpy drop in the turbine is determined by the chemical composition of the 

fuel, therefore the LHV cannot be used as the only measure by which the type of 

fuel is determined. A way of improving the efficiency by which the fuel burns, is 

to account for the sensible heat by preheating the fuel using an economizer in the 

HRSG. Kehlhofer et al. (1999) argued that by increasing the temperature of natural 

gas from 15 °C to 150 °C has an efficiency improvement of 0.7 % on the total cycle. 

Fuels commonly used are liquid petroleum gas, diesel oil and natural gas.   

3.2 Rankine cycle  

Cengel and Boles (2015) describes the ideal simple Rankine cycle (Figure 9) as the 

isentropic compression in a pump (1-2), isobaric heat addition in a boiler (2-3), 

isentropic expansion in a turbine (3-4) and isobaric heat rejection in a condenser  

(4-1). A typical temperature/entropy diagram can be seen in Figure 10. The typical 

working fluid used is steam due to its high thermal capacity and density. For an 

ideal system the thermal efficiency for the Rankine cycle is given as: 
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𝜂𝑡ℎ−𝑟𝑎𝑛𝑘𝑖𝑛𝑒 = 1 −
𝑞𝑜𝑢𝑡

𝑞𝑖𝑛
      [3.2] 

 
Figure 9: Simple Rankine cycle (Cengel 

and Boles, 2015) 

 
Figure 10: Entropy temperature diagram 

for an ideal simple Rankine cycle (Cengel 

and Boles, 2015) 

3.2.1 Steam turbine  

As stated in the previous chapter, the Carnot efficiency is solely for the ideal case 

and there are numerous factors that causes deviation from this efficiency. The two 

most prominent factors are fluid frictional losses and thermal losses. The fluid 

friction in the piping, turbine, condenser and boiler causes significant pressure 

drops which are accounted for by increasing the pump specifications. The thermal 

losses are due to heat losses in the elements with large temperature differentials and 

more heat is required by the boiler to maintain the same output. For both the pump 

and turbine there are losses due to irreversibilities. Isentropic efficiencies are used 

to account for these losses. Rankine cycles can be improved by utilising a lower 

condenser pressure; superheating the steam and/or increasing boiler pressure.  

If the expansion of steam is not fully isotropic, as shown in Figure 10, there is zero 

heat exchanged between the turbine and the environment and the internal entropy 

dissipation can be characterised by an isentropic efficiency (ηs-st), the change in 

entropy over an actual steam turbine expansion is given by: 

ℎ𝑠𝑡𝑜𝑢𝑡
= ℎ𝑠𝑡𝑖𝑛

− 𝜂𝑠𝑠𝑡
(ℎ𝑠𝑡𝑖𝑛

− ℎ𝑠𝑠𝑡
)     [3.3] 

The isentropic expansion enthalpy is represented by hs. The electricity generated is 

then a function between this actual change in entropy, mass flux through the turbine 

and the represented loss efficiencies for the turbine and generator. The total 

efficiency is represented by ηmec as seen in Equation 3.4.  

�̇�𝑠𝑡 = 𝜂𝑚𝑒𝑐𝑠𝑡
�̇�(ℎ𝑠𝑡𝑖𝑛

− ℎ𝑠𝑡𝑜𝑢𝑡
)     [3.4] 
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The thermodynamic model can be implemented by making use of Stodola’s steam 

expansion model (Cooke, 1983) which was also implemented by Spelling (2011). 

He showed that the turbine needs to be divided into segments for the application of 

Stodola’s ellipse theorem, with each section having a nominal isentropic efficiency 

as specified by the manufacturers. Cooke (1983) showed that Equation 3.5 is used 

to calculate each outlet section with a calculated ellipse constant (Y). Therefore, 

using an iterative process the steam properties can be calculated for each section 

starting from the inlet conditions of pressure (P), temperature (T) and mass flow 

coefficient (Φ).  

𝑃𝑠𝑡𝑜𝑢𝑡
= √𝑃𝑠𝑡𝑖𝑛

2 − �̇�𝑠𝑡𝑖𝑛

2 𝑇𝑠𝑡𝑖𝑛
𝑌     [3.5]  

With  

𝑌 =
𝑃𝑖𝑛,𝑛𝑜𝑚

2 −𝑃𝑜𝑢𝑡,𝑛𝑜𝑚
2

𝑃𝑖𝑛,𝑛𝑜𝑚
2 ×𝛷𝑖𝑛,𝑛𝑜𝑚

2   

𝛷 =
�̇�√𝑇

𝑃
  

Kehlhofer et al. (1999) lists the most important requirements for the steam turbine 

in a CCPP as being highly efficient; with short start-up and installation times and 

floor mounted installation. A CCPP steam turbine’s power output is usually less 

than conventional plant turbines and higher than industrial turbines with typical live 

steam temperatures and pressures lying between these two applications. With 

modern gas turbine exhaust temperatures reaching higher values the CCPP steam 

turbine live steam temperature is much similar to conventional plants. Typically for 

CC implementation, steam is generated and enters the turbine at different pressure 

levels resulting in an increase in mass flow rate from the entrance of the turbine up 

to the exhaust. 

3.2.2 Deaerator and condenser 

There are different ways of deaerating steam to remove the incondensable gases. 

Deaeration is necessary due to keeping oxygen levels below 10 ppb for corrosion 

prevention. Gasses are released when water is sprayed and heated. The deaerator is 

normally placed on top of the feedwater tank, where heating steam is inserted into 

the lower part and as it rises through, heating the water droplets to saturation 

temperature causing the incondensable gasses to be released. A steam cushion 

between the water and air ensures that reabsorption is avoided. The process either 

takes place under vacuum condition or above atmospheric pressure. The advantage 

of applying vacuum deaeration is that additional heat exchangers aren’t required 

due to all the heating being done in the feedwater tank. Lower quality steam is 

required for deaeration therefore more steam can be expanded yielding higher 

turbine output. With overpressure deaeration the incondensable gasses can be 
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exhausted directly into the atmosphere without effecting the condenser evacuation 

system. The condenser is also used to deaerate the steam. If the condenser is 

effective in deaerating the steam the feedwater tank and deaerator can be removed 

completely from the system and condensate is pumped directly from the condenser 

to the HRSG (Kehlhofer et al, 1999). A water buffer is then required because of the 

lack of a feedwater tank therefore the condenser hot water capacity should be 

increased. The water temperature should be raised to above the sulphur 

condensation temperature before entering the HRSG. The type of cooling 

technology, ambient temperature and cooling load plays a significant part in the 

resulting condenser pressure that is attained. A lower condenser pressure results in 

a higher turbine output. The following three typical cooling systems are applied to 

CC plants: 

• In very arid areas, with limited water supply, dry air cooling is 

recommended even though it results in reduced output and efficiency 

due to limited vacuum generation at the turbine exit.  

• If water supply is partially limited, water can be used to replace 

evaporation and blow down losses in and indirect cooling system. For 

CC plants the required amount of water ranges at 0.3 kg/s/MW installed 

capacity.  

• Direct water cooling requires 12-18 kg/s/MW of water and serves as 

the full heat sink.  

Wagner and Gilman (2011) argued that the significant improvement in performance 

comes with a high cost in water consumption. They claimed that 94 % of a typical 

100 MW plant’s water consumption is due to evaporation. This study will focus on 

using an air-cooled condenser due to CSP plants being situated mostly in arid 

regions with low water supply. The difference between the condensate temperature 

and the inlet air temperature is called the initial temperature difference (ITD). The 

difference between the ITD and the outlet difference in temperature along with the 

mass flow rate of the air determines the amount of heat that’s rejected (Equations 

3.6 and 3.7).   

�̇�𝑟𝑒𝑗 = �̇�𝑎𝑖𝑟𝑐𝑝(𝑇𝐼𝑇𝐷 − Δ𝑇𝑜𝑢𝑡)     [3.6] 

�̇�𝑟𝑒𝑗 = �̇�𝑠𝑡(ℎ𝑆𝑇𝑜𝑢𝑡
− ℎ𝑐𝑜𝑛𝑑)      [3.7] 

The air temperature at the inlet of the condenser is heated slightly by the work 

applied on it by the fan. Wagner and Gilman (2011) gave Equation 3.8 to represent 

this. The parasitic power consumption of the fan is calculated by the isentropic 

compression of the air. Wagner and Gilman (2011) showed that the pressure 

increase (rp) can be estimated at 1.0028 with the isentropic and mechanical 

efficiency of the fan being 80 % and 94 % respectively. These values have also 

been used by Spelling (2013) in his work. 
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𝑇𝑓𝑎𝑛𝑜𝑢𝑡
= 𝑇𝑑𝑏 × 𝑟𝑝

𝑅

𝐶𝑝
       [3.8] 

ℎ𝑓𝑎𝑛𝑜𝑢𝑡
= ℎ𝑓𝑎𝑛𝑖𝑛

+
1

𝜂𝑓𝑎𝑛𝑖𝑠𝑒

(ℎ𝑓𝑎𝑛𝑜𝑢𝑡𝑖𝑠𝑒
− ℎ𝑓𝑎𝑛𝑖𝑛

)   [3.9] 

�̇�𝑓𝑎𝑛 =
�̇�𝑎𝑖𝑟

𝜂𝑓𝑎𝑛𝑚𝑒𝑐ℎ

(ℎ𝑓𝑎𝑛𝑜𝑢𝑡
− ℎ𝑓𝑎𝑛𝑖𝑛

)     [3.10] 

3.2.3 Pump 

The pump pressurises the condensate from the condenser to the operating pressure 

required by the steam turbine. This process is ideally isentropic but due to frictional 

and thermal losses an isentropic efficiency is applied to account for these. Equations 

3.11 and 3.12 represent the real compression and parasitic power consumption in 

the pump respectively. Hirsch et al. (2017) recommended the use of isentropic 

efficiency of 90 %. A conservative mechanical efficiency of 95 % is further 

assumed for the pump.  

𝜂𝑝𝑢𝑚𝑝𝑖𝑠𝑒
(ℎ𝑝𝑢𝑚𝑝𝑜𝑢𝑡

− ℎ𝑝𝑢𝑚𝑝𝑖𝑛
) = ℎ𝑝𝑢𝑚𝑝𝑜𝑢𝑡𝑖𝑠𝑒

− ℎ𝑝𝑢𝑚𝑝𝑖𝑛
  [3.11] 

𝐸𝑝𝑢𝑚𝑝  =
𝑀𝑝𝑢𝑚𝑝(ℎ𝑝𝑢𝑚𝑝𝑜𝑢𝑡−ℎ𝑝𝑢𝑚𝑝𝑖𝑛

)

𝜂𝑝𝑢𝑚𝑝𝑚𝑒𝑐ℎ

     [3.12] 

3.2.4 Heat recovery steam generator 

The HRSG has a significant impact on the performance on a CCPP and should 

therefore be carefully considered. For this application a relatively simple one-

dimensional model for the HRSG will be implemented due to the possible 

complexity of such a system. This section considers the parametric design of the 

HRSG and will conclude with a simple performance model of a HRSG. 

The purpose of a HRSG is to transfer heat from one fluid to another. The HRSG is 

characterised by two different flow arrangements. Parallel flow is where both the 

hot and cold fluid moves in the same direction from entrance to exit. Counter flow 

is where the fluids enter at opposite sides and opposite flow direction occurs. Cross 

flow occurs when fluid flows are perpendicular to one another. Counter and cross 

flow is mostly implemented for CCPP use due to the larger temperature differential 

associated with such a flow.    

The pinch point temperature is a key parameter in the optimisation of the steam 

cycle according to Kehlhofer et al. (1999). This parameter describes the difference 

in temperature between the exhaust gas side and evaporator outlet on the 

water/steam side. Another important parameter is the approach temperature, which 

is the difference in temperatures between the water at the economizer outlet and the 

saturation temperature in the drum. There are two typical HRSG setups namely, the 
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HRSG without supplementary firing and those that incorporate supplementary 

firing. HRSG without supplementary firing are typically once through HRSG either 

in the vertical or horizontal position. They are highly efficient in heat recovery 

where the pressure losses at the exhaust-gas side are low. They have low-

temperature corrosion prevention and allow a large permissible pressure gradient 

for start-up procedure. Modern technology is reducing the need for supplementary 

firing, with exhaust temperatures of modern gas turbines very close to the allowed 

TIT. It is also less efficient in the CC setup. It is often rather used in cogeneration 

power plants where the amount of process steam required varies.  

The heat exchanger utilised in a HRSG plays an important role in achieving high 

thermal efficiencies in the steam turbine. HRSG are specifically tailored for certain 

CC applications. Changes in the HRSG design affects the combined cycle total 

efficiency and power production. Increasing the HRSG performance does however 

have severe cost implications. Da Rocha (2010) mentioned a 3-4 % increase in plant 

cost for a total efficiency increase of one percent by alteration of the HRSG. Ravi 

Kumar et al. (2007) observed that for a given dual pressure cycle high thermal 

efficiencies results from raising the pressure at the high-pressure section and 

lowering the pressure at the low-pressure section.  

As with all fluid systems a pressure drop is associated with the HRSG. The pressure 

loss in the HRSG occurs mostly in the evaporator during the boiling process. The 

pressure drop in the boiler substantially outweighs those associated with the 

economiser and super heater. The process of calculating this pressure loss is highly 

technical and will result in unwanted numerical detail. A simple pressure drop of 

3 % is estimated for the evaporator section. If a counter flow heat exchanger is 

implemented, the heat transfer is correlated for the economiser, evaporator and 

super heater by the following steady state equations: 

�̇�𝑠ℎ =
𝑈𝑠ℎ𝐴𝑠ℎ𝐹𝑠ℎ(𝑇𝑔𝑡𝑜𝑢𝑡−𝑇𝑠𝑡𝐻𝑃𝑖𝑛

−(𝑇𝑠ℎ𝑔𝑎𝑠𝑜𝑢𝑡
−𝑇𝑠ℎ𝑠𝑡𝑒𝑎𝑚𝑖𝑛

))

(ln
𝑇𝑔𝑡𝑜𝑢𝑡

−𝑇𝑠𝑡𝐻𝑃𝑖𝑛
𝑇𝑠ℎ𝑔𝑎𝑠𝑜𝑢𝑡

−𝑇𝑠ℎ𝑠𝑡𝑒𝑎𝑚𝑖𝑛

)
+

𝑈𝑠ℎ𝐴𝑠ℎ𝐹𝑠ℎ(𝑇𝑔𝑡𝑜𝑢𝑡−𝑇𝑠𝑡𝐼𝑃𝑖𝑛
−(𝑇𝑠ℎ𝑔𝑎𝑠𝑜𝑢𝑡

−𝑇𝑠𝑡𝐻𝑃𝑜𝑢𝑡))

(ln
𝑇𝑔𝑡𝑜𝑢𝑡

−𝑇𝑠𝑡𝐼𝑃𝑖𝑛
𝑇𝑠ℎ𝑔𝑎𝑠𝑜𝑢𝑡

−𝑇𝑠𝑡𝐻𝑃𝑜𝑢𝑡
)

    [3.13] 

�̇�𝑒𝑣 =
𝑈𝑒𝑣𝐴𝑒𝑣𝐹𝑒𝑣(𝑇𝑒𝑣𝑔𝑖𝑛

−𝑇𝑒𝑣𝑠𝑡𝑒𝑎𝑚𝑜𝑢𝑡
−(𝑇𝑒𝑣𝑔𝑜𝑢𝑡

−𝑇𝑒𝑣𝑓𝑤𝑖𝑛
))

(ln
𝑇𝑒𝑣𝑔𝑖𝑛

−𝑇𝑒𝑣𝑠𝑡𝑒𝑎𝑚𝑜𝑢𝑡
𝑇𝑒𝑣𝑔𝑜𝑢𝑡

−𝑇𝑒𝑣𝑓𝑤𝑖𝑛

)

   [3.14] 

�̇�𝑒𝑐 =
𝑈𝑒𝑐𝐴𝑒𝑐𝐹𝑒𝑐(𝑇𝑒𝑐𝑔𝑎𝑠𝑖𝑛

−𝑇𝑒𝑐𝑓𝑤𝑜𝑢𝑡
−(𝑇ℎ𝑟𝑠𝑔𝑔𝑎𝑠𝑜𝑢𝑡

−𝑇𝑒𝑐𝑓𝑤𝑖𝑛
))

(ln
𝑇𝑒𝑐𝑔𝑎𝑠𝑖𝑛

−𝑇𝑒𝑐𝑓𝑤𝑜𝑢𝑡
𝑇ℎ𝑟𝑠𝑔𝑔𝑎𝑠𝑜𝑢𝑡

−𝑇𝑒𝑐𝑓𝑤𝑖𝑛

)

  [3.15] 
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The heat transfer is then correlated with change in enthalpy by: 

�̇�𝑠ℎ = �̇�𝑔𝑎𝑠 (ℎ𝑔𝑡𝑜𝑢𝑡
− ℎ𝑠ℎ𝑔𝑎𝑠𝑜𝑢𝑡

) = �̇�𝑠𝑡𝑒𝑎𝑚(ℎ𝑠𝑡𝐻𝑃𝑖𝑛
− ℎ𝑠ℎ𝑠𝑡𝑒𝑎𝑚𝑖𝑛

+

ℎ𝑠𝑡𝐼𝑃𝑖𝑛
− ℎ𝑠𝑡𝐻𝑃𝑜𝑢𝑡

)       [3.16] 

�̇�𝑒𝑣 = �̇�𝑔𝑎𝑠 (ℎ𝑠ℎ𝑔𝑎𝑠𝑜𝑢𝑡
− ℎ𝑒𝑣𝑔𝑎𝑠𝑜𝑢𝑡

) = �̇�𝑠𝑡𝑒𝑎𝑚ℎ𝑓𝑔@𝑠𝑎𝑡   [3.17] 

�̇�𝑒𝑐 = �̇�𝑔𝑎𝑠 (ℎ𝑒𝑐𝑔𝑎𝑠𝑖𝑛
− ℎ𝑒𝑐𝑔𝑎𝑠𝑜𝑢𝑡

) = �̇�𝑠𝑡𝑒𝑎𝑚(ℎ𝑒𝑐𝑓𝑤𝑜𝑢𝑡
− ℎ𝑓𝑤𝑖𝑛

) [3.18] 

3.3 Brayton cycle 

In a typical gas turbine setup air enters at ambient conditions and is compressed to 

1 400 - 3 000 kPa, after which it is used to burn the fuel with typical temperatures 

higher than 1 000 °C. It is then expanded in the turbine generating power and leaves 

the turbine at ambient pressure around 450 - 650 °C. The performance of the turbine 

is dependent on the turbine efficiency, TIT and pressure ratio.   

The Brayton cycle (Figure 11) is described by Cengel and Boles (2015) as the 

isentropic compression (1-2), isobaric heat addition (2-3), isentropic expansion     

(3-4) and isobaric heat rejection (4-1) in a power generating system using air as the 

working fluid. The simple cycle process flow in terms of temperature and entropy 

can be seen in Figure 12.  

 
Figure 11: Simple Brayton closed cycle 

(Cengel and Boles, 2015) 

 
Figure 12: Entropy temperature diagram 

for an ideal simple Brayton closed cycle 

(Cengel and Boles, 2015) 

Usually the section 4-1 is removed and what is known as an open cycle 

configuration exists. Some other implications result from ideal conditions as given 

by Cohen et al. (1987). Kinetic energy of the working fluid remains constant 

between the outlet and inlet between components. Pressure losses are ignored in the 

ducting as well as the heat exchangers, combustion chambers and intercoolers. 

Constant properties for the working fluid are assumed and its composition and mass 
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flow rate remain unchanged throughout the components of the cycle. Heat transfer 

is achieved in the heat exchanger at a specified efficiency. The thermal efficiency 

of the Brayton cycle with regards to the pressure ratio (Πgt) and specific heat ratio 

(k) is given by Cengel and Boles (2015) as:  

𝜂𝑡ℎ−𝑏𝑟𝑎𝑦𝑡𝑜𝑛 = 1 −
1

Π𝑔𝑡

𝑘−1
𝑘

      [3.19] 

The efficiency of the Brayton cycle increases with both parameters. The TIT is 

limited by the maximum temperature that the turbines can withstand, constraining 

the fuel/air ratio to be used. This have been improved on in recent technological 

advances in metallurgical engineering where the use of computer aided design and 

numeric solutions has made the design of more efficient blade turbomachinery 

components possible. The simple cycle can be improved on by adding reheating, 

regeneration of intercooling stages where economically viable. Similar to the 

Rankine cycle discussed earlier, the Brayton cycle also suffers from some 

irreversibilities. The heating and cooling processes are not completely isobaric and 

some pressure loss occurs. The actual work input and output for the compressor and 

turbine are more or less the same. The following sub-sections highlight the models 

implemented by Spelling (2013) and other authors.  

3.3.1 Compressor 

The compressor is used to compress air from ambient conditions over a specified 

pressure ratio (Πcomp). The ambient air pressure can be assumed to be adjusted with 

Equation 3.20 for different heights above sea-level (Kurz, 2005). The results of this 

formulation have been validated by the property tables found in Cengel and Boles 

(2015).  

𝑃𝑎𝑚𝑏 = 𝑃𝑠𝑒𝑎𝑙𝑒𝑣𝑒𝑙 × 𝑒
𝑒𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛(𝑓𝑡)

27 200      [3.20] 

The model is required to determine the power necessary for this compression and 

determine the specific thermodynamic condition at each state. For a simplified 

model it is required to assume zero heat transfer from the compressor to the 

environment and that internal potential and kinetic energy variations are negligible. 

A pressure loss factor (fdP
inlet) is used to account for air-filter dissipation and the 

internal entropy dissipation is accounted for by an isentropic efficiency (ηs-comp). 

The compressor exit pressure and enthalpy are then calculated by the respective 

equations given by Spelling (2013).  

𝑃𝑐𝑜𝑚𝑝𝑖𝑛
= 𝑃𝑎𝑚𝑏(1 − 𝛥𝑓𝑑𝑃

𝑖𝑛𝑙𝑒𝑡)     [3.21] 

𝑃𝑐𝑜𝑚𝑝𝑜𝑢𝑡
= 𝑃𝑐𝑜𝑚𝑝𝑖𝑛

Π𝑐𝑜𝑚𝑝      [3.22] 
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ℎ𝑐𝑜𝑚𝑝𝑜𝑢𝑡
= ℎ𝑐𝑜𝑚𝑝𝑖𝑛

+
(ℎ𝑠−𝑐𝑜𝑚𝑝𝑜𝑢𝑡−ℎ𝑐𝑜𝑚𝑝𝑖𝑛

)

𝜂𝑠𝑐𝑜𝑚𝑝

    [3.23] 

The total electric power required by the compressor to achieve this pressure ratio is 

calculated as a function of the enthalpy difference, mechanoelectric efficiency 

(ηmech-comp) and mass flux (Ṁcomp-in). 

�̇�𝑐𝑜𝑚𝑝 =
�̇�𝑐𝑜𝑚𝑝𝑖𝑛

(ℎ𝑐𝑜𝑚𝑝𝑜𝑢𝑡−ℎ𝑐𝑜𝑚𝑝𝑖𝑛
)

𝜂𝑚𝑒𝑐ℎ𝑐𝑜𝑚𝑝

     [3.24] 

Spelling (2013) defined the isentropic efficiency as a function of the polytropic 

efficiency (ηp-comp), pressure ratio, specific heat (cp) and gas constant (r). This is a 

robust relation with the polytropic efficiency being constant for specific technology 

levels. This relation shows that the isentropic efficiency of a compressor decreases 

with an increase in pressure ratio. 

𝜂𝑠𝑐𝑜𝑚𝑝
=

𝛱𝑐𝑜𝑚𝑝

𝑟
𝑐𝑝

−1

𝛱𝑐𝑜𝑚𝑝

𝑟
𝑐𝑝𝜂𝑝𝑐𝑜𝑚𝑝

−1

       [3.25]  

Cohen et al. (1987) showed that the outlet temperature can now be given as a 

function of the isentropic efficiency and pressure rise over the compressor. 

𝑇𝑐𝑜𝑚𝑝𝑜𝑢𝑡
= 𝑇𝑐𝑜𝑚𝑝𝑖𝑛

(1 +
𝛱𝑐𝑜𝑚𝑝

𝛾−1
𝛾

−1

𝜂𝑠𝑐𝑜𝑚𝑝

)     [3.26] 

Losses due to windage and bearing friction should be accounted for regarding the 

compressor. These are very small and are estimated as 1 % of such a cycle (Cohen 

et al., 1987), other power requirements by auxiliary components are simply 

subtracted as they are specified. The work required by the compressor can then be 

calculated as: 

𝑊 =
1

𝜂𝑚𝑒𝑐ℎ
�̇�𝑐𝑜𝑚𝑝(ℎ𝑐𝑜𝑚𝑝𝑜𝑢𝑡

− ℎ𝑐𝑜𝑚𝑝𝑖𝑛
)    [3.27]  

3.3.2 Combustor 

In the combustion chamber a secondary mass flow of fuel (Ṁf) is introduced and 

ignited with the presence of oxygen in the already heated air. Combustion energy 

is absorbed by the air and fuel to reach the minimum required TIT. Therefore, the 

lower heating value of the fuel (LHVf) is required to increase the enthalpy of both 

the air (Δha) and the fuel gas (Δhf). The fuel ratio required is then the simple relation 

between the LHVf and the enthalpy changes. The total mass flow (Mcomb-out) at the 
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end of the combustor is then the sum between the gas and fuel mass flows. The sub 

chapters describe certain variations on ideal combustion.  

𝑚𝑓 =
�̇�𝑓

�̇�𝑠𝑜𝑙_𝑜𝑢𝑡
=

Δℎ𝑎

𝐿𝐻𝑉𝑓−Δℎ𝑓
      [3.28] 

3.3.2.1 Pressure losses 

The pressure losses in the combustion chamber are caused by the exothermic nature 

of the reaction causing momentum fluxes but more significant losses occur due to 

the flame stabilising devices and mixers causing aerodynamic resistance. Cohen et 

al. (1987) describes these losses as the loss in stagnation pressure (Δpb). Heat 

exchangers also exhibit losses in both the gas-side (Δphg) and air-side (Δpha) 

passages. These losses reduce the pressure ratio of the turbine relative to the 

compressor resulting in a reduced work output. Cohen et al. (1987) then computes 

the pressure levels as: 

𝑝𝑐𝑜𝑚𝑏𝑜𝑢𝑡
= 𝑝𝑐𝑜𝑚𝑏𝑖𝑛

(1 −
𝛥𝑝𝑏

𝑝𝑐𝑜𝑚𝑏𝑖𝑛

−
𝛥𝑝ℎ𝑎

𝑝𝑐𝑜𝑚𝑏𝑖𝑛

)    [3.29] 

𝑝𝑐𝑜𝑚𝑏𝑖𝑛
= 𝑝𝑎 + 𝛥𝑝ℎ𝑔       [3.30] 

Cohen et al. (1987) further developed an expression to account for these losses 

using empirical data from experiments with hot and cold runs. For this study this 

correlation is excluded from the simulation and a constant pressure drop of 5 % is 

assumed due to inaccessible hot and cold run correlation data for the Mercury 50™. 

The author however considers it important to include them for future designs when 

such data is available.   

3.3.2.2 Variation of specific heat  

Cycle performance estimation is highly influenced by the variation of properties 

such as the specific heat and its ratio. These two values for a real gas are mostly a 

function of temperature alone for operation in its normal working ranges. The 

specific heat ratio is presented by Cohen et al. (1987) as a function of the universal 

gas constant, specific heat and molecular mass: 

𝛾−1

𝛾
=

𝑅0

𝑀𝑐𝑝
        [3.31] 

Pressure can have a very small effect on the specific heat ratio but this effect will 

only be significant above temperatures of 1 500 K, which is beyond the ranges 

required for the combined cycle plant being simulated. It is noticed that Equation 

3.31 is used to calculate the temperatures of Equations 3.26 and then substituted 

back in equation 3.31, therefore some approximations and iterations are required to 

find the correct values. Cohen et al. (1987) has given the following values as 

reasonably accurate fixed values to implement, saving computational time.  
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𝐶𝑝𝑎 = 1.005
𝑘𝐽

𝑘𝑔𝐾
 𝛾𝑎 = 1.4 

𝐶𝑝𝑔 = 1.148
𝑘𝐽

𝑘𝑔𝐾
 𝛾𝑔 = 1.333 

3.3.2.3 Fuel ratio 

The amount of fuel required to reach the required TIT is a function of that 

temperature, the compressed gas temperature and the LHV specific to the fuel. The 

combustion process is fully adiabatic, with no work transfer. Cohen et al. (1987) 

gave the energy balance as a function of the fuel ratio (f): 

∑(𝑚𝑐𝑜𝑚𝑏𝑜𝑢𝑡
ℎ𝑐𝑜𝑚𝑏𝑜𝑢𝑡

) − (ℎ𝑐𝑜𝑚𝑏𝑖𝑛
+ 𝑓ℎ𝑓𝑢𝑒𝑙) = 0   [3.32] 

Assuming a reference temperature of 298 K the energy balance is expanded to: 

(1 + 𝑓)𝑐𝑝−𝑐𝑜𝑚𝑏𝑜𝑢𝑡
(𝑇𝑐𝑜𝑚𝑏𝑜𝑢𝑡

− 298) + 𝑓LHV + 𝑐𝑝−𝑐𝑜𝑚𝑏𝑖𝑛
(298 −

𝑇𝑐𝑜𝑚𝑏𝑖𝑛
) + 𝑓𝑐𝑝−𝑓𝑢𝑒𝑙(298 − 𝑇𝑓𝑢𝑒𝑙) = 0  

The last term reduces to zero due to small fuel ratio’s (<0.05 %) and fuel 

temperature at room temperature.  

3.3.2.4 Combustion efficiency 

Cohen et al. (1987) defines the combustion efficiency as a function of the theoretical 

and actual fuel/air ratio. 

𝜂𝑏 =
𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑓 @ Δ𝑇

𝑎𝑐𝑡𝑢𝑎𝑙 𝑓 @ Δ𝑇
       [3.33] 

3.3.3 Turbine 

For typical combined cycle setups, the multistage axial gas turbines are mostly 

used. The same assumptions from the compressor stages applies to the turbine. The 

pressure loss at the exhaust is represented by a pressure loss factor (fdP
exh) and an 

isentropic efficiency (ηst) accounts for internal dissipation. A standard adiabatic 

expansion represents the true expansion through the turbine. The assumption was 

made that there is only marginal difference between the air and gas composition. In 

the work done by Spelling (2013), cooling air was accounted for. This cooling air 

is the medium that ensures that the temperature of the combusted gas does not 

exceed that allowed by the material of the turbine. However, for this study we 

assume that the flow rate of the air used for cooling is equal to the air that is bled 

and purged throughout the turbine.   
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The thermodynamic states are correlated by the pressure drops from the turbine 

entrance towards the exhaust taking into account the pressure loss factor and 

pressure ratio over the turbine (Π).  

𝑃𝑔𝑡𝑖𝑛
= 𝑃𝑔𝑡𝑜𝑢𝑡

× Π𝑔𝑡       [3.34] 

𝑃𝑔𝑡𝑒𝑥ℎ
= 𝑃𝑔𝑡𝑜𝑢𝑡

(1 − 𝛥𝑓𝑑𝑃
𝑒𝑥ℎ)      [3.35] 

Assuming that the gas expands isentropically under the ideal gas law assumption, 

the isentropic temperature to which it expands can be given by Equation 3.36 where 

the entropy change is characteristically zero (Cengel, 2015): 

𝑇𝑔𝑡𝑜𝑢𝑡𝑖𝑠𝑒
= 𝑇𝑔𝑡𝑖𝑛

Π𝑔𝑡

𝑅

𝑐𝑝𝑎𝑣𝑔
      [3.36] 

The enthalpy balance, considering the isentropic efficiency together with the 

isentropic expansion enthalpy (hs-turb-out), is: 

ℎ𝑔𝑡𝑜𝑢𝑡
= ℎ𝑔𝑡𝑖𝑛

− 𝜂𝑠𝑔𝑡
(ℎ𝑔𝑡𝑖𝑛

− ℎ𝑠𝑔𝑡𝑜𝑢𝑡
)    [3.37] 

The same correlation (Equation 3.25) used for the compressor applying the 

polytropic efficiency and turbine pressure ratio is used. Finally, the total shaft 

power generated (E) is calculated using a specific mechanical efficiency (η), the 

mass flow through the turbine (Ṁ) and the entropy difference between the turbine 

inlet and outlet.  

�̇�𝑔𝑡𝑜𝑢𝑡
= 𝜂𝑔𝑡𝑚𝑒𝑐ℎ

�̇�𝑔𝑡𝑖𝑛
(ℎ𝑔𝑡𝑖𝑛

− ℎ𝑔𝑡𝑜𝑢𝑡
)    [3.38] 

  

Assuming that the air/fuel mixture still operates in the ideal gas range then the outlet 

temperature can be approximated by: 

𝑇𝑔𝑡𝑜𝑢𝑡
= 𝑇𝑔𝑡𝑖𝑛

+
ℎ𝑔𝑡𝑜𝑢𝑡−ℎ𝑔𝑡𝑖𝑛

𝑐𝑝𝑎𝑣𝑔

      [3.39] 

According to Boyce (2006) for off-design conditions with the load above 50 % of 

design load the turbine efficiency can be assumed constant. For this turbine, we will 

use an efficiency of 88 %.  

3.3.3.1 Ideal shaft power cycle 

In order to establish the governing equations for the Brayton cycle, ideal conditions 

are assumed initially and then later the various component losses are attributed. For 

ideal conditions the efficiency of the Brayton cycle is calculated as given in 

Equation 3.19. Cohen et al. (1987) has given the specific work output as: 
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𝑊𝑔𝑡𝑖𝑑𝑒𝑎𝑙

𝑐𝑝𝑐𝑜𝑚𝑝𝑖𝑛
𝑇𝑐𝑜𝑚𝑝𝑖𝑛

= (
𝑇𝑔𝑡𝑖𝑛

𝑇𝑐𝑜𝑚𝑝𝑖𝑛

) (𝜂𝑡ℎ𝑏𝑟𝑎𝑦𝑡𝑜𝑛
) − (Π𝑔𝑡

𝑘−1

𝑘 − 1)  [3.40] 

Tgt-in, which is the TIT, is sometimes also referred to as the metallurgical 

temperature limit. After the differentiation of Equation 3.40 it is found by Cohen et 

al. (1987) that when the outlet temperatures of the compressor and turbine are the 

same it results in a maximum work output.  

3.3.3.2 Kinetic energy losses 

Due to the high fluid velocities associated with turbomachinery, changes in velocity 

do in fact occur at the inlets and outlets of components and will cause kinetic energy 

losses. Figure 13 visualises these concepts on a temperature and entropy diagram 

for a compression process between two static processes 1 and 2. 

 

Figure 13: Entropy and temperature diagram for stagnation states during a compression 

process (Cohen et al., 1987) 

The concept of a stagnation temperature (T0) is introduced as a function of the static 

temperature (T) and kinetic energy (C). The function is given by Cohen et al. (1987) 

as: 

𝑇0 = 𝑇 +
𝐶2

2𝑐𝑝
        [3.41] 

This results in the energy equations being expressed as a function of only specific 

heat and stagnation temperature for both compression and heating processes. The 

stagnation pressure, for the assumption of isentropic conditions, is then also equated 

in like manner. 

𝑝0

𝑝
= (

𝑇0

𝑇
)

𝛾

𝛾−1
        [3.42] 
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Bearing these concepts in mind the compressor and turbine efficiencies, which 

reflects the isentropic efficiency for an essentially adiabatic process, is given by 

Cohen et al. (1987) as Equations 3.43 and 3.44 respectively. These relations are 

based on the assumption of using a mean specific heat over the relevant range.  

𝜂𝑐 =
𝑇′

𝑐𝑜𝑚𝑝𝑜𝑢𝑡−𝑇𝑐𝑜𝑚𝑝𝑖𝑛

𝑇𝑐𝑜𝑚𝑝𝑜𝑢𝑡−𝑇𝑐𝑜𝑚𝑝𝑖𝑛

       [3.43] 

𝜂𝑡 =
𝑇𝑔𝑡𝑖𝑛

−𝑇𝑔𝑡𝑜𝑢𝑡

𝑇𝑔𝑡𝑖𝑛
−𝑇′

𝑔𝑡𝑜𝑢𝑡

       [3.44] 

When these efficiencies are given and the pressure ratios are known the temperature 

relations are then given by Cohen et al. (1987) for the compressor and turbine 

respectively as: 

𝑇𝑐𝑜𝑚𝑝𝑜𝑢𝑡
− 𝑇𝑐𝑜𝑚𝑝𝑖𝑛

=
𝑇𝑐𝑜𝑚𝑝𝑖𝑛

𝜂𝑐𝑜𝑚𝑝
((Π𝑐𝑜𝑚𝑝)

𝛾−1

𝛾 − 1)   [3.45] 

𝑇𝑔𝑡𝑖𝑛
− 𝑇𝑔𝑡𝑜𝑢𝑡

= 𝜂𝑔𝑡𝑇𝑔𝑡𝑖𝑛
(1 − (

1

Π𝑔𝑡
)

𝛾−1

𝛾
)    [3.46]  

3.3.4 Generator 

The generator is used to generate electrical power (Egt-elec) from the supplied shaft 

power from the turbine. The conversion efficiency includes both mechanical and 

electrical inefficiencies. The mechanical inefficiency arises from bearing friction 

and other parasitic losses. Electrical losses are due to the stator and rotor reaction 

causing resistive heating. Spelling (2013) used the following correlation. 

�̇�𝑔𝑡𝑒𝑙𝑒𝑐
= 𝜂𝑚𝑒𝑐ℎ𝑔𝑎𝑠𝑔𝑒𝑛

𝜂𝑒𝑙𝑒𝑐𝑔𝑎𝑠𝑔𝑒𝑛
(�̇�𝑔𝑡𝑜𝑢𝑡

− �̇�𝑐𝑜𝑚𝑝)   [3.47] 

3.3.5 Recuperator 

The recuperator is modelled to use in the validation process of the Mercury 50™. 

The recuperator uses the exhaust heat to preheat the combustion air, thereby 

lowering the exhaust heat and increasing the Carnot efficiency of the system. A 

simple shell and tube heat exchanger is assumed and modelled using the logarithmic 

temperature difference method as explained under Chapter 3.2.4 for the heat 

exchangers used in the HRSG. A counter flow setup is assumed and a nominal 

pressure loss of 3 %. The surface area and overall heat transfer coefficient is 

estimated using design point temperatures and mass flows through the system. The 

recuperator is then removed for combined cycle application and replaced with the 

pressurised air receiver for the SUNSPOT cycle application.    
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3.3.6 Characteristic curves for the compressor/turbine combination 

Every turbine and compressor unit have a specific operational curve that 

characterises the distinct properties and behaviour at various pressure drops, shaft 

speeds and mass flows. The accessibility of this data is very restricted due to 

commercial reasons. Using a specific turbine or compressor for this study requires 

such data and will also make it difficult to build a model that is robust and adaptable 

to different components. The compromise on experimental data for the curves can 

possible lead to less accurate results but the accuracy for certain turbines and 

compressors can be validated beforehand to give the user a sense of whether it has 

a significant effect on the results. The analytical expressions considered in this 

study stems from the work done by Zhang and Cai (2002) who derived these 

equations. They assumed that the analytical performance can be determined with 

quite high accuracy given that the individual component analytical performance 

resembles the real experimental performances reasonably.  

The characteristic curves plotted for gas turbines and compressors uses corrected 

and non-dimensional characteristic speed, pressure ratio and mass-flow lines to 

represent the performance. These are calculated as follow.  

𝑁𝑐𝑜𝑟 =
𝑁

√𝑇𝑖𝑛
   𝑁𝑛 =

𝑁𝑐𝑜𝑟

𝑁𝑐𝑜𝑟𝑑𝑝

    [3.48] 

Π =
𝑝𝑜𝑢𝑡

𝑝𝑖𝑛
   Π =

Π

Π𝑑𝑝
    [3.49] 

�̇�𝑐𝑜𝑟 =
�̇�𝑖𝑛√𝑇𝑖𝑛

𝑝𝑖𝑛
  �̇�𝑛 =

�̇�𝑐𝑜𝑟

�̇�𝑐𝑜𝑟𝑑𝑝

    [3.50] 

It is important to know that the above equations will be upheld for both the 

compressor and turbine even though for the rest of this document Equation 3.51 

will be used for turbine pressure ratio.  

Π𝑔𝑡 =
𝑃𝑔𝑡𝑖𝑛

𝑃𝑔𝑡𝑜𝑢𝑡

        [3.51] 

After computation of the characteristic performance to ensure steady gas turbine 

running the following conditions are required. In an ideal system, φ and μ will be 

unity. 

𝑁𝑔𝑡 = 𝑁𝑐𝑜𝑚𝑝;      
𝐺𝑔𝑡

𝐺𝑔𝑡𝑑𝑝

=
�̇�𝐺𝑐𝑜𝑚𝑝

𝐺𝑐𝑜𝑚𝑝𝑑𝑝

;      𝛱𝑔𝑡 = 𝜙𝛱𝑐𝑜𝑚𝑝  

3.3.6.1 Expressions for compressor 

𝛱𝑛 = 𝑐1�̇�𝑐𝑜𝑚𝑝𝑛

2
+ 𝑐2�̇�𝑐𝑜𝑚𝑝𝑛

+ 𝑐3     [3.52] 
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𝜂𝑐𝑜𝑚𝑝𝑝
= (1 − 𝑐4(1 − 𝑁𝑐𝑜𝑚𝑝𝑛

)
2

) (
𝑁𝑐𝑜𝑚𝑝𝑛

�̇�𝑐𝑜𝑚𝑝𝑛

) (2 −
𝑁𝑐𝑜𝑚𝑝𝑛

�̇�𝑐𝑜𝑚𝑝𝑛

)  [3.53] 

With: 

 𝑐1 =
𝑁𝑐𝑜𝑚𝑝𝑛

𝑝(1−
𝑚

𝑁𝑛𝑐𝑜𝑚𝑝
)+𝑁𝑐𝑜𝑚𝑝𝑛(𝑁𝑐𝑜𝑚𝑝𝑛−𝑚)

2
      

𝑐2 =
𝑝 − 2𝑚𝑁𝑐𝑜𝑚𝑝𝑛

2

 𝑝 (1 −
𝑚

𝑁𝑐𝑜𝑚𝑝𝑛

) + 𝑁𝑐𝑜𝑚𝑝𝑛
(𝑁𝑐𝑜𝑚𝑝𝑛

− 𝑚)
2
 

 𝑐3 = −
𝑝𝑚𝑁𝑐𝑜𝑚𝑝𝑛−𝑚2𝑁𝑐𝑜𝑚𝑝𝑛

3

𝑝(1−
𝑚

𝑁𝑐𝑜𝑚𝑝𝑛
)+𝑁𝑐𝑜𝑚𝑝𝑛(𝑁𝑐𝑜𝑚𝑝𝑛−𝑚)

2 

The values of these constants are therefore determined using the compressor 

specific values m, p and c4 which must be found by trial and error. Zhang and Cai 

(2002) found these values to be 1.06, 0.36 and 0.3 respectively and for this study 

they will be used as the initial guesses and altered until they represent the design 

point conditions of the compressor. It is also important to ensure that √𝑝3 ≥
2𝑚

3
 and 

that the flowrate results in an efficiency given on the negative slope of the curve. If 

it occurs before the curve turning point stalling occurs and the speed of rotation 

should be decreased.  

3.3.6.2 Expressions for turbine 

Assuming the design point values are known, the mass-flow and efficiency 

characteristics can be described by: 

�̇�𝑔𝑡 = �̇�𝑔𝑡𝑑𝑝
𝛼𝑟√

𝑇𝑔𝑡𝑖𝑛𝑑𝑝

𝑇𝑔𝑡𝑖𝑛

× √
Π𝑔𝑡𝑛

2 −1

Π𝑔𝑡𝑑𝑝
2 −1

     [3.54] 

𝜂𝑔𝑡𝑝
= (1 − 𝑡(1 − 𝑁𝑔𝑡𝑛

)
2

) (
𝑁𝑔𝑡𝑛

�̇�𝑔𝑡𝑛

) (2 −
𝑁𝑔𝑡𝑛

�̇�𝑔𝑡𝑛

)   [3.55] 

With  

 𝛼𝑟 = √1.4 − 0.4 ×
𝑁𝑔𝑡

𝑁𝑔𝑡𝑑𝑝

 

The parameter t is defined by Zhang and Cai (2002) to be 0.3 and will also be 

considered for this study.   
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3.3.6.3 Limitations to application 

It is important to note that during normal operation the compressor can stall or surge 

when the mass-flow is reduced to such an extent that the airflow starts pulsating 

causing mechanical vibration and an increase in noise. It can be conservatively 

assumed that this phenomenon will only start occurring when the pressure ratio 

curves gradient tends to zero. Thus, the pressure ratio reaches a maximum for a 

certain speed (Dixon, 2010). Choking occurs as a result in resistance drop along the 

discharge line. This is due to an increase in mass-flow rate and therefore the 

tendency of some part of the compressor to reach sonic flow, in other words the 

Mach number tends to one. This point occurs at the same mass flow rate for any 

rotational speed. These two restrictions above will be mitigated by the following 

limits. The first is that the mass flow should be larger than that where the derivative 

of Equation 3.52 tend to zero and secondly there will be a basic upper limit applied 

to the mass-flow rate. 

−
𝑐2

2𝑐1
< �̇�𝑐𝑜𝑚𝑝𝑛

 

Equation 3.54 places the following restriction on the mass flow rate through the 

turbine: 

𝑀𝑔𝑡𝑛

𝛼𝑟

2
×

𝑇𝑔𝑡𝑖𝑛

𝑇0𝑔𝑡𝑖𝑛

× (Π0𝑔𝑡
2 − 1) > −1  
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Chapter 4 

 Model description of solar 

components and thermal storage 

4.1 General solar resource, optics and collection 

principles 

4.1.1 Energy available from the sun 

The sun radiates heat from its surface at an effective surface temperature, of which 

the value depends on the application of interest. The sun’s heat is a result of 

thermonuclear fusion reactions in its core. For photovoltaic systems the measured 

peak wavelength is approximated for a temperature of 6 050 K to account for the 

spectral distribution of black-body emitters (Spelling, 2013). This study is 

interested in the solar thermal application of the sun’s energy and therefore uses the 

temperature of 5 778 K approximated due to the radiation of black-bodies. Stine 

and Geyer (2001) estimated that the energy released at the core of the sun is 

3.83 × 1017 GW. It is approximated that the energy originates from a single point 

and is equal to its resulting radiation intensity times the emittance area. Therefore, 

the intensity decreases as the distance from the sun increases. This is due to the 

inverse square relation for a spherical surface area (𝐴 = 4𝜋𝑟2). The distance 

between the earth and the sun results in a radiation intensity of 1 367 W/m2 (Stine 

and Geyer, 2001). This value is commonly referred to as the solar constant (Isc). 

Due to the elliptical orbit of the earth the distance between the earth and the sun 

changes slightly. The solar irradiance (I0) just outside the earth’s atmosphere can 

then accurately be estimated by Equation 4.1 (Stine and Geyer, 2001). Variations 

of this equation do exist but for this research Equation 4.1 is deemed accurate 

enough.  

𝐼0 = 𝐼𝑠𝑐 (1 + 0.034 cos (
360𝑁

365.25
))     [4.1] 

The amount of irradiation reaching the earth’s surface is affected by the weather 

conditions and the angle of incidence. The atmospheric effects are due to a 

combination of ozone, dust, air molecules, dirt and vapour particles. Some 

irradiance is reflected or scattered back to the top of the atmosphere and some is 

diffused towards the earth. Diffuse radiation can still be used for thermal 

applications but for concentrated solar power DNI is a requirement. Of the initial 

solar irradiance, around 30-90 % is captured or reflected by atmospheric effects, 
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depending on the cloud cover (Stine and Geyer, 2001). The design point DNI is 

dependent on the site and usually it’s 95th percentile value for that site is used. 

Typical meteorological year (TMY) data sets for some locations across the world 

are available. TMY is the typical weather set for each month, comprised and 

developed from historical data. This project implements data complimentary from 

SoDa-Pro® (CAMS radiation services, 2016).  

4.1.2 Solar angles 

For the collection of irradiation, it is important to know the exact angle between the 

surface of the collector and the sun ray. This angle is commonly referred to as the 

angle of incidence (θi) and Stine and Geyer (2001) gives its correlation as can be 

seen in Equation 4.2. The angle of incidence is therefore a function of the zenith 

angle (θz), the declination angle (δ) and the hour angle (ω).  

𝜃𝑖 = cos−1(√cos2(𝜃𝑧) + cos2(𝛿) sin2(𝜔))    [4.2] 

The reason the angle is of such importance, especially for heliostat field arrays, is 

due to the cosine effect. The cosine effect is the reduction of irradiance by the cosine 

of the angle of incidence. Figure 14 shows how this practically applies for objects 

outside the atmosphere where the angle of incidence is equal to the zenith angle. 

The incident angle at any location on the earth’s surface can be determined using 

the location and temporal data available. Temporal data is used to determine both 

the hour angle and the declination angle as seen in Figure 15.   

 

Figure 14:The cosine effect (adapted from Stine and Geyer, 2001) 



 

32 

 

Figure 15: Declination, hour and latitude angle representation by Stine and Geyer (2001) 

The hour angle represents the earth’s periodical rotation around its polar axis and 

is 15º per hour (Equation 4.3). For the hour angle calculation, the solar time is 

required and not the conventional time. The equation of time (EOT) is used to 

calculate the respective time for the specific day of the year. Stine and Geyer (2001) 

represents an approximate version of the EOT by Equation 4.5 and this is deemed 

accurate for system performance analysis but not for control tracking 

implementation due to its variance of up to 30 seconds. The value for N starts at 

one for the first day of January and considers leap years. The solar time is accurately 

estimated by Equation 4.4 as a function of the local clock time (LCT), longitudinal 

correction (LC) and the EOT. The LCT is corrected for active daylight savings, thus 

the subtraction of an hour. The longitudinal correction is the difference between the 

local longitude and the longitude of standard time zone meridian normalised to 15º. 

𝜔 = 15 × (𝑡𝑠 − 12)       [4.3] 

𝑡𝑠 = 𝐿𝐶𝑇 +
𝐸𝑂𝑇

60
− 𝐿𝐶       [4.4] 

𝐸𝑂𝑇 = 0.258 cos(𝑥) − 7.416 sin(𝑥) − 3.648 cos(2𝑥) − 9.228sin(2𝑥)  

          [4.5] 

𝑥 =
360

365.242
× (𝑁 − 1)       [4.6]  

The declination angle is defined as the angle between a sunray and the equatorial 

plane as seen in Figure 14. This angle depends on the day of the year as seen by 

Equation 4.7. At the summer and winter solstices this angle reaches a maximum 

and minimum of 23.45º and -23.45º respectively. Twice a year the declination angle 

would be zero and observed on the equator as the sun shining from precisely above 

during noon. These conditions are referred to as equinox.   

𝛿 = sin−1(0.3979cos (0.98563(𝑁 − 173)       [4.7] 
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The last angle necessary to calculate the angle of incidence is the zenith angle. This 

is mostly referred to as the complement of the altitude angle (α) which is the angle 

between the central ray from the sun and the horizontal plane from which this ray 

is observed. Stine and Geyer (2001) gave the correlation for the zenith angle by 

Equation 4.8 as a function of the declination, hour and latitude angle(φ). The 

latitude angle represents the angle between the equatorial plane and the line drawn 

from the observing point to the centre of the earth.  

𝜃𝑧 = 90° − 𝛼 = 90° − sin−1(sin(𝛿) sin(𝜑) + cos(𝛿) cos(𝜔) cos(𝜑)) 
          [4.8] 

4.1.3 Other collection principles and challenges 

The amount of irradiance measured is a combination of the DNI and the global 

horizontal irradiance (GHI). For concentrating principles, the DNI is of interest, 

with the GHI only playing a role in the thermal heating of piping. For this project 

such detail will not be necessary to consider. The DNI is the amount of irradiance 

coming directly from the sun that has not been reflected or absorbed. The DNI 

levels are dependent on the amount of atmosphere it must travel through. This is 

determined by the zenith angle and the height above sea-level and a common metric 

used to quantify this phenomenon is called the air-to-mass (AM) ratio. Twidell and 

Weir (2006) gave the correlation for AM in Equation 4.9.  

𝐴𝑀 = sec(𝜃𝑧)        [4.9] 

CSP is concerned with focusing the sun’s rays to increase the heat flux on a certain 

area. Not only the DNI and its general optics are important but also the method of 

concentrating the sun rays. Sun rays can be focused in two or three dimensions, or 

in other words, along a line or to a point respectively. Spelling (2013) showed in 

detail how line focussing systems can only reach concentration ratios (CR) of 208 

where a CR of 43 400 can be reached for point focussing systems.  The CR is the 

ratio between the aperture area and the receiver area. This value is found using the 

law of etendue conservation, which is another way of saying radiation is conserved. 

Etendue is defined as the product of the area through which the radiation passes and 

the square of the solid angle accompanied with it as shown in Equation 4.10 and 

seen in Figure 16. The aperture solid angle is a function of the distance between the 

sun and earth and the sun’s circumference and is estimated at 4.8 mrad (Spelling, 

2013). Maximising the CR, it is thus necessary to assume that the receiver solid 

angle is 90º resulting in the CR value of 43 400. For a two-dimensional 

concentration the areas are replaced with aperture widths and only the solid angle 

thus giving the maximum as the square root of the three-dimensional CR.  

𝐴𝑎 sin2 𝜃𝑎 = 𝐴𝑟 sin2 𝜃𝑟        [4.10] 

Also written as 
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𝐴𝑎

𝐴𝑟
=

𝑠in2 𝜃𝑟

sin2 𝜃𝑎
=  𝐶𝑅𝑔       [4.11] 

 

Figure 16: The conservation of etendue by Spelling (2013) 

A final concern on optics concentration is focussed on the receiver’s ability to retain 

the heat absorbed. Heat in the form of concentrated irradiance is absorbed by the 

receiver and would then typically be transferred to a HTF. The amount of irradiance 

that reaches the receiver depends on the CR of the concentrator, optical efficiencies 

and the solar field efficiencies that will be described in Chapter 4.2. However, a 

component of the heat absorbed is lost due to convection and radiation of the 

receiver. Convection is driven by the temperature difference between the receiver 

and ambient air around the receiver area. The thermal coefficient is assumed 

constant over the receiver and manufacturer specific. The receiver also radiates 

temperatures back to the sky at a rate consistent with the difference between the 

square of squares of the receiver temperature and the outer sky temperature. Due to 

the transparency of air, when a body on earth radiates energy towards the 

atmosphere the temperature difference between the body and the sky should refer 

to a sky temperature higher up in the air. The common estimate for the sky 

temperature is given as being 6 ºC less that the ambient temperature (Twidell and 

Weir, 2006).  The other constant involved with the radiative heat loss is the Stefan 

Boltzman constant (σ), the receiver emittance (ε) and the surface area of the 

receiver. It can be concluded that the loss function is dominated by radiation at very 

high temperatures and the total heat absorbed is given by: 

�̇�𝑎𝑏𝑠 = 𝛼𝑎𝑏𝑠𝜂𝑜𝑝𝑡�̇�𝑟𝑒𝑐 − �̇�𝑐𝑜𝑛𝑣 − �̇�𝑟𝑎𝑑    [4.12] 

With  

𝑄𝑟𝑒𝑐 = (𝜂𝑆𝐹𝐶𝑅)𝐼𝐷𝑁𝐼𝐴𝑟      [4.13] 

𝑄𝑐𝑜𝑛𝑣 = 𝐴𝑟𝑈𝑐𝑜𝑛𝑣(𝑇𝑟 − 𝑇𝑎)      [4.14] 

𝑄𝑟𝑎𝑑 = 𝐴𝑟휀𝑟𝜎(𝑇𝑟
4 − 𝑇𝑠𝑘𝑦

4 )      [4.15] 

The solar thermal efficiency of the concentrator and receiver is expressed (Equation 

4.16) as the ratio between the heat absorbed and the irradiance available over the 

aperture area. In Figure 17, the optical limit can be seen for the maximum CR value. 
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It can be seen clearly that for the application to gas turbines that a very high 

concentration ratio is required to achieve the desired temperature at an acceptable 

efficiency.  

𝜂𝑠𝑜𝑙𝑎𝑟𝑡ℎ𝑒𝑟𝑚𝑎𝑙
=

�̇�𝑎𝑏𝑠

𝐴𝑎𝐼𝐷𝑁𝐼
       [4.16] 

=
𝛼𝑎𝑏𝑠𝐴𝑟(𝜂𝑆𝐹𝜂𝑜𝑝𝑡𝐶𝑅)𝐼𝐷𝑁𝐼−(𝐴𝑟𝑈𝑐𝑜𝑛𝑣(𝑇𝑟−𝑇𝑎)+𝐴𝑟𝜀𝑟𝜎(𝑇𝑟

4−𝑇𝑠𝑘𝑦
4 ))

𝐴𝑎𝐼𝐷𝑁𝐼
× (1 −

𝑇𝑎

𝑇𝑟
) 

  

= 𝛼𝑎𝑏𝑠𝜂𝑆𝐹𝜂𝑜𝑝𝑡 −
𝑈𝑐𝑜𝑛𝑣(𝑇𝑟−𝑇𝑎)+𝜀𝑟𝜎(𝑇𝑟

4−𝑇𝑠𝑘𝑦
4 )

𝐶𝑅×𝐼𝐷𝑁𝐼
× (1 −

𝑇𝑎

𝑇𝑟
)  

 

Figure 17: Concentration ratios required for reaching various absorption temperatures 

(Roldán Serrano, 2017)   

4.2 Collector: Heliostat field and tower 

The heliostat field is used to focus the DNI onto a single point or area. The 

efficiency by which these rays are focussed is defined as the ratio of the total 

thermal irradiation concentrated on the receiver over the total available DNI. It is 

common practice to approximate this efficiency as a product of multiple efficiencies 

that includes losses due to blocking, shading, the cosine effect, reflectance, 

cleanliness and availability.  

𝜂𝑆𝐹 = 𝜂𝑏𝑙𝑜𝑐𝑘𝜂𝑠ℎ𝑎𝑑𝑒𝜂𝑐𝑜𝑠𝜂𝑟𝑒𝑓𝑙𝜂𝑐𝑙𝑒𝑎𝑛𝜂𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 =
�̇�𝑟𝑒𝑐

𝐼𝐷𝑁𝐼𝐴𝑆𝐹
  [4.17] 
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Some of these losses are purely a function of the solar incidence angle and heliostat 

field orientation. Assuming that the heliostat field is in a circular form and evenly 

distributed, Gauche et al. (2012) showed that the optical efficiency of the field can 

be given by the polynomial in Equation 4.18. This efficiency accounts for blocking, 

shading and cosine losses. It is based on the GemaSolar plant and assumes that the 

heliostat field and tower remain unchanged during optimisation.  

𝜂𝑜𝑝𝑡𝑖𝑐𝑎𝑙 = 0.4254𝜃𝑧
6 − 1.148𝜃𝑧

5 + 0.3507𝜃𝑧
4 + 0.755𝜃𝑧

3 + 0.5918𝜃𝑧
2 +

                                 0.0816𝜃𝑧
1 + 0.832       

          [4.18] 

The reflectance efficiency is dependent on the design and material of the heliostat 

and is therefore a constant value, as with the cleanliness that can be controlled due 

to diligent maintenance. Kolb (2011, pg. 20) gave these values as 0.94 and 0.95 for 

reflectance and cleanliness respectively. Assuming a surround field as for 

Gemasolar, except for the power ratio of 2 between north and south, he gave the 

heliostat availability as 0.99, which is sufficiently accurate for this research.   

The size of the heliostat to be used in this project is estimated using a correlation 

given by Dersch et al. (2011). Approximating that a 640 MW plant will use 

heliostats with a reflective area of 200 m2 the generic size of the heliostat is given 

by Equation 4.19. This is based on the Sanlucar 120 heliostats used by PS10 and 

PS20 which are larger than the Gemasolar plant whose heliostats have a reflective 

area of 120 m2 (Guache et al., 2012). This results in a conservative application of 

Gauche’s polynomial. The accompanying tower height is then also given by 

Equation 4.20.  

𝐴ℎ𝑒𝑙𝑖𝑜𝑠𝑡𝑎𝑡 = 200√
𝑄𝑟𝑒𝑐

640𝑀𝑊
 𝑚2      [4.19] 

ℎ𝑡𝑜𝑤𝑒𝑟 = 36.7�̇�𝑟𝑒𝑐
0.288 𝑚      [4.20]  

4.3 Central receiver system: Pressurised air 

receiver 

The CRS consists of the tower and a receiver. For the SUNSPOT cycle this receiver 

needs to be pressurised and currently two major types of receivers are currently 

being investigated. These are typically tubular receivers and volumetric cavity 

receivers. This project focusses on volumetric receivers due to the high temperature 

ranges they function in. As a standard, the receiver used in the SOLGATE program 

is used. Tests done by Dr Rainer Buck in 2005 showed that the receiver reached an 

outlet temperature of 1 030 ºC (Heller, 2016). Heller (2016) argued that this was 

due to a very conservative window cooling mechanism that was fitted and that 

temperatures around 1 100 ºC can be reached. The DLR deems that current 
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pressurized receivers can withstand pressures up to 15 bar (Ushyne, 2008). The 

pressurized air receivers are a likely solution but a lot of R&D is still required for 

such high temperature and pressure applications. This project assumes that the 

necessary R&D will allow the use of such a receiver for power generation in the 

near future, with the application of conservative parameter selection.  The report on 

SOLGATE (2005) confirmed the previous assumption due to the current research 

being done on window cooling. The blower used for this purpose consumes 

parasitic energy equal to 0.2 % of the total electricity generated by the gas turbine.     

The receiver’s ability to absorb heat is a function of the optical efficiency of the 

glass covering and the absorptivity of the porous material. Thermal losses by the 

receivers can be accounted for by convection and radiation. At high temperatures 

this loss function is dominated by the radiation component and therefore, to remove 

the requirement to establish a complicated heat transfer coefficient, it is assumed 

that only the radiative losses are significant (Spelling, 2013). The heat gained by 

the compressed air is given by Equation 4.21. The average temperature of the air 

inside the receiver is a sufficient approximation as is also used in the TRNSYS® 

(Thermal Energy System Specialists, 2017) library developed by Schwarzbözl et 

al. (2002). They validated the assumption of approximating the porous material as 

a black body absorber with a certain absorptivity (αabs). According to Heller et al. 

(2016) the porous material used for the SOLGATE receiver system is a ceramic 

foam called silicon carbide (SiC) that has been coated with another silica layer and 

tempered to achieve an absorption efficiency of 96 %. Ceballos-Mendivil et al. 

(2013) argued that SiC is an advantageous material to use for receivers due to its 

high melting point, absorption, porosity and its thermomechanical properties at high 

temperatures. For a temperature range between 600 and 1 500 K, according to 

Cengel and Ghajar (2015), the emissivity of SiC ranges between 0.87 and 0.85. 

Even though the receiver is to operate at higher range, for this investigation the 

more conservative value of 0.87 will be used. Developed receivers require 

secondary concentration in the form of a compound parabolic concentrator (CPC). 

This reflector has its own optical efficiency which can be assumed to be 86 % if no 

detailed solar field data is provided (Heller, 2016).    

�̇�𝑎𝑏𝑠 = 𝜂𝑜𝑝𝑡𝛼𝑎𝑏𝑠𝜂𝐶𝑃𝐶�̇�𝑟𝑒𝑐 − 𝐴𝑟𝑒𝑐휀𝑟𝑒𝑐𝜎(𝑇𝑎𝑖𝑟𝑎𝑣𝑔

4 − 𝑇𝑠𝑘𝑦
4 )  [4.21] 

Heller (2016) used the experimental data that was derived from the work done by 

Buck in 2005 to establish a correlation for the total thermal efficiency of the 

receiver. To be very conservative in its approximation, only efficiencies below 

90 % were curve fitted along with an extra 5 % deduction in efficiency. This 

resulted in Equation 4.22. This correlation is used to verify assumptions highlighted 

in the previous paragraph. 

𝜂𝑟𝑒𝑐𝑡ℎ𝑒𝑟𝑚𝑎𝑙
= 0.956 − 1.7 × 10−4𝑇𝑟𝑒𝑐𝑜𝑢𝑡

[𝐾]    [4.22] 

Spelling (2013) gave a correlation (Equation 4.23) for the optical efficiency as a 

function of the operating pressure. At higher pressures, thicker glass is required to 
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withstand it, therefore decreasing the optical efficiency. Experimental data from the 

SOLGATE receiver is given as 6.5 bar and 87 % for the nominal operating pressure 

and efficiency respectively.  

log(𝜂𝑜𝑝𝑡𝑖𝑐𝑎𝑙) =
𝑃𝑟𝑒𝑐

𝑃𝑛𝑜𝑚
log (𝜂𝑜𝑝𝑡𝑖𝑐𝑎𝑙𝑛𝑜𝑚

)    [4.23] 

4.4 Thermal storage: Packed rock-bed storage 

Kröger (2011), Heller and Gauché (2013) and Allen (2015) proposed that the 

thermal energy storage (TES) system for the SUNSPOT cycle be a non-pressurised 

rock bed storage. Using dolerite rock from the surrounding area in South Africa, 

this offers a great reduction in costs for the thermal storage. Allen (2010) also 

showed that the dolerite proved very resilient to thermal cycling as would be typical 

in this application. Course dolerite has an average particle diameter (dp) of 39 mm, 

volumetric diameter (dv) of 49 mm, specific heat of 815 J/kg K (between 50-60 °C) 

and conductivity (kp) of 2-2.5 W/m K. The thermal heat capacity implemented by 

Allen et al. (2015) is a function of temperature in degrees Celsius given by:  

𝑐𝑝,𝑟 = −0.00129𝑇𝑝
2 + 1.518𝑇𝑝 + 748    [4.24] 

The most important aspects of the storage that is required to be modelled for this 

research study is the heat transfer capability and the associated pressure drop 

through the system. Heller (2016) described the thermal model of the TES in 

Equation 4.25 by referring to a corrected effectiveness-number of transfer units (E-

NTU) method. The correction in this equation accounts for the temperature 

gradients inside of larger particles.  

𝑁𝑇𝑈∗ =
ℎ𝑣𝐿

�̇�𝑐𝑝,𝑓
×

20

3ℎ𝑣𝑑𝑝
2

4𝑘𝑓(1−𝜖)
+20

      [4.25] 

With  

ℎ𝑣 = ℎ (
6(1−𝜖)

𝑑𝑝
)       [4.26] 

𝐺 =
�̇�𝑓

𝐴𝑐𝑠
        [4.27] 

The E-NTU is given as a function of the area specific heat transfer coefficient (h), 

air mass flow rate (ṁ), bed length (L), specific heat capacity of the HTF (cp,f), 

particle diameter (dp), thermal conductivity of the HTF (kf) and the void fraction of 

the bed (ϵ). Allen et al. (2015) showed that using a simple estimate for the Nusselt 

number using Equation 4.28 where the area surface heat transfer is thus expressed 

in terms of the volume-equivalent sphere diameter. This estimate was proven 
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satisfactory at high temperatures and mass fluxes greater than 0.2 kg/m2s. The 

conditions required to implement this Nusselt number correlation is a Biot number 

smaller than 0.2 and it was validated against other familiar and recognised 

correlations at 0.35 < ε < 0.45, 0.009 < dv < 0.049 and 80 < Repv < 600.   

𝑁𝑢 =
ℎ𝑘𝑓

𝑑𝑝
= 𝑅𝑒𝑝𝑣

0.6       [4.28] 

Where 

𝑅𝑒𝑝𝑣 = 𝑅𝑒𝑣(1 − 𝜖) =
𝜌𝜈𝑠𝑑𝑣

𝜇
=

𝐺𝑑𝑣

𝜇
     [4.29] 

𝑣𝑠 =
�̇�

𝜌𝐴𝑐𝑠
        [4.30] 

𝐵𝑖 =
ℎ𝑑𝑣

2𝑘𝑝
        [4.31] 

𝑑𝑣 = (
6

𝜋
[

1

𝑛
∑ 𝑉𝑝𝑖

𝑛 
𝑖=1 ])

1

3
      [4.32] 

The pressure drop formulation is the second important aspect of the model. This is 

because of the adverse effects that backpressure has on gas turbine operation. Allen 

et al. (2015) gave the correlation for the friction factor over the bed due to 

co/counter current flow as Equation 4.33. The constant in this equation has been 

determined empirically and validated with experimental data. Values for the void 

fraction, volumetric diameter and Reynold’s number ranged between 0.38-0.46, 9-

30 mm and 100-1 000, respectively.   

𝑓𝑣 =
620

𝑅𝑒𝑣
+

13.7

𝑅𝑒𝑣
0.08       [4.33] 

Heller (2016) then gave the pressure drop as Equation 4.34 by adding a correctional 

friction factor, stating that this accounts for the degradation of the rock due to 

thermal cycling. The pressure drop is thus a function of these friction factors, the 

bed length, void fraction, fluid properties and dimensions and a superficial approach 

flow velocity (Usf).  

Δ𝑝 = 𝑓𝑐𝑜𝑟𝑓𝑣 (
𝐿𝜌𝑓𝑈𝑠𝑓

2

2𝑑𝑣
) (

1−𝜖

𝜖3
)      [4.34] 

For this study rock bed properties similar to Heller (2016) is used. The void fraction 

in the bed is assumed to be 0.45, with a thermal conductivity and density of 

2.5 W/mK and 2 657 kg/m3, respectively.  These values are required to calculate 

the require storage volume for a certain capacity. 

𝑄ℎ = 𝑉𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑((1 − 𝜖)𝜌𝑟𝑐𝑝,𝑟 + (𝜖)𝜌𝑓𝑐𝑝,𝑓)    [4.34] 
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Chapter 5 

 Thermo-economic considerations 

Thermo-economic indicators are used to compare different types of power plants 

with one another objectively. They are likely to include the initial capital 

expenditure (CAPEX), operation and management expenditure (OPEX) and annual 

plant yield. There are various performance indicators, especially on a financial basis 

such as the net present value, debt-service coverage ratio and internal rate of return. 

These are pure financial indicators and this study will only focus on one indicator 

that combines both the economic and thermodynamic side of the plant.  

The principle cost measure to be used to evaluate the systems with is the levelized 

cost of electricity (LCOE). This measure is used extensively across the world to 

evaluate power generating systems. Equation 5.1 shows that this measure takes into 

consideration the capital (CAPEX) and operating (OPEX) cost as well as the annual 

yield (Eannual) and a fixed charged rate (crf) as given by Heller (2016). This rate is 

a function of both the annual interest rate (kd) and lifetime (n) of project. Pitz-Paal 

et al. (2003) gave the typical interest rate to be 8 % with a plant lifetime of 30 years. 

The following chapter contains a summary of the specific CAPEX and OPEX costs 

as used by Spelling (2013), Pitz-Paal et al. (2003), Solgate (2005) and Heller 

(2016).   

𝐿𝐶𝑂𝐸 =
𝑐𝑟𝑓×𝐶𝐴𝑃𝐸𝑋+𝑂𝑃𝐸𝑋

𝐸𝑎𝑛𝑛𝑢𝑎𝑙
       [5.1] 

𝑐𝑟𝑓 = 𝑘𝑑 ×
(1+𝑘𝑑)𝑛

(1+𝑘𝑑)𝑛−1
            [5.2] 

5.1 CAPEX 

The CAPEX component is further expressed as the sum of the engineering, 

procurement and construction (EPC) cost for the power block, thermal storage, 

solar field and air receiver. The procurement costs towards these areas are specific 

costs relating to the sizing or specifications of the components as can be found in 

Table 2. The costs used by Spelling (2013) were scaled by a factor (Equation 5.3) 

using the Marshall and Swift index to evaluate the relevant 2010 dollar value from 

the original published date from his sources. This project’s data is presented for 

2017 and no Marshall and Swift Index data is available after 2012. The alternative 

is to use the Nelson-Farrer index by the Oil&Gas Journal (Nelson-Farrer Cost 

Index, 2017). This index has historically correlated well with the Marshall and 

Swift index.  
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𝑓𝑀𝑆2010
=

𝐼𝑀𝑆2010

𝐼𝑀𝑆𝑟𝑒𝑓

        [5.3] 

The sizing for the Brayton and Rankine cycle are of the same scale that was 

described in the Solgate (2005) project, so for the power block components these 

values are rather used. They also implemented the Mercury 50™ gas turbine making 

these costing estimates very accurate. The bottoming cycle used in this study is of 

similar size to the one used for the 16.1 MW plant studied in the Solgate (2005) 

project. These costs need to be scaled from 2005 to 2017 using the Nelson-Farrer 

index. Spelling (2013) gave the values as 1 942 for 2005 and 2 338 for 2010. The 

index value for December 2016 will be used as the 2017 value which was given as 

2 649.9 on the Oil&Gas Journal website (Nelson-Farrer Cost Index, 2017). Values 

in euro are also scaled to dollar using the average exchange rates of those years as 

given by the OFX Group Ltd online. Results are given in both euro and rand for 

international and national comparisons. The specific cost for the thermal storage 

and high-pressure air receiver is given by Heller (2016) whose studies where based 

on work done by Buck in 2005, the Solgate (2005) project for the receiver and for 

the thermal storage research by Allen et al. (2016). The other specific costs related 

to the solar field, control and receiver tower are also deduced from the Solgate 

(2005) project. The cost assumptions are extremely conservative in the fact that 

they do not take any technology maturation into account.      

Table 2: Specific cost estimates for components of the SUNSPOT cycle 

Component 
2017 Cost 

Value  
Unit Reference value 

Original 

Source 

Mercury 50 Gas Turbine 

(Conventional) 
394.210 €/kWe 

Gas Turbine electric 

output 
Solgate (2005) 

Mercury 50 Gas Turbine 

(Solar retrofitted) 
1 062.962 €/kWe 

Gas Turbine electric 

output 
Solgate (2005) 

Bottoming cycle (Steam 

turbine and HRSG) 
818.713 €/kWe 

Steam Turbine 

electric output 
Solgate (2005) 

Solar heliostat field 180.153 €/m2 Aperture area Solgate (2005) 

Pressurised air receiver 235.082 €/kWth 
Thermal heat 

absorbed by HPRS 
Heller (2016) 

Thermal rock bed storage 11.693 €/kWhth TES Capacity Heller (2016) 

Central receiver tower 16 565.286 €/m Tower height Solgate (2005) 

Control and automation 614.035 k€ - Solgate (2005) 

The construction and engineering costs is given as a fraction of the procurement 

costs. The cost of installation is estimated by Spelling (2013) to be 20 % of the cost 

of procurement, which is the same as used in the Ecostar (2005) report. Spelling 

(2013) further used a reference value to scale for the civil costs associated with the 

power block setup (Equation 5.4). The reason is that the power block for this system 

is more expensive due to technology innovations and the civil cost is not affected 

by this. The reference cost (ccivil_ref) value is 7.6 million USD for a reference plant 

of 52.8 MWe power output.    
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𝐶𝑃𝐵𝑐𝑖𝑣𝑖𝑙 = 𝑐𝑐𝑖𝑣𝑖𝑙𝑟𝑒𝑓
(

𝐸𝑔𝑒𝑛

𝐸𝑟𝑒𝑓
)      [5.4] 

The total civil construction and installation costs is thus given by Equation 5.5. It is 

assumed that the civil costs in this case will include engineering and contingency 

costs (Ecostar, 2005) therefor the total EPC costs is given by Equation 5.6. The 

purchase cost for land in this area ranges from 5 000 to 10 000 R/hectare for poor 

agricultural areas which results in a very low addition to the total CAPEX (0.02 % 

of solar field cost) and is excluded from this study.  

𝐶𝑐𝑖𝑣𝑖𝑙 = 𝐶𝑃𝐵𝑐𝑖𝑣𝑖𝑙 + 0.2(𝐶𝑝𝑟𝑜𝑐𝑢𝑟𝑒𝑚𝑒𝑛𝑡 − 𝐶𝑃𝐵)    [5.5] 

𝐶𝐸𝑃𝐶 = 𝐶𝑝𝑟𝑜𝑐𝑢𝑟𝑒𝑚𝑒𝑛𝑡 + 𝐶𝑐𝑖𝑣𝑖𝑙      [5.6]  

5.2 OPEX 

5.2.1 Power block and equipment repair costs 

The operations and management (O&M) cost are derived from the Ecostar (2005) 

report. These values are transposed from 2005 to 2017 using the Nelson-Farrer 

index given above. The report assumes a fixed O&M for the power block at 

36.84 €/kW and variable cost of 3.41 €/MWh generated. A general assumption of 

1 % of the total plant procurement cost is assumed for the O&M of all the other 

equipment of the plant (Ecostar, 2005).    

5.2.2 Labour costs 

The labour costs are deduced from the work done by Spelling (2013) and Table 3 

outlines the resulting values used for this study. Labour cost per specific employee 

is described which is more accurate than the average value assumed in the Ecostar 

(2005) report for the assumed number of 30 employees. Spelling (2013) uses data 

from Ecostar (2005) and NREL to calculate the amount of solar field technicians 

and control room operators using Equations 5.7 and 5.8 respectively. The constants 

recommended are three technicians per 100 000 m2 of aperture area (𝜂𝑠𝑜𝑙𝑇𝑒𝑐ℎ) and 

two control room operators per 100 000 m2 of aperture area (𝜂𝑐𝑜𝑛𝑡𝑟𝑜𝑙). The salary 

values are given for the year 2010. The labour cost is transposed to 2017 using the 

South African labour index values of 100 (2010) and 142 (2017) found on Trading 

Economics (2017). For the conventional CCPP the solar specific employees are 

acquitted such as the field technicians and control room operators.  

𝑁𝑠𝑜𝑙𝑇𝑒𝑐ℎ = 1 + 𝜂𝑠𝑜𝑙𝑇𝑒𝑐ℎ𝐴𝐻𝑆𝑁𝐻𝑆     [5.7] 

𝑁𝑐𝑜𝑛𝑡𝑟𝑜𝑙 = 1 + 𝜂𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝐴𝐻𝑆𝑁𝐻𝑆      [5.8] 
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Table 3: Labour costs transposed to 2017, adjusted from Spelling (2013) 

Employee type Number of employee 
Salary 

USD/yr 

Plant Manager 0.25 134 900 

Plant Engineer 1 130 640 

Maintenance Supervisor 1 68 160 

Power Block Technician 1 56 800 

Solar Field Technician NsolTech 56 800 

Operations Manager 1 119 280 

Control Room Operator Ncontrol 56 800 

5.2.3 Fuel costs 

The fuel cost used are the same as that applied by the updated IRP (2016) for both 

the open cycle gas turbine and combined cycle gas turbine plants. This value is 

expressed 115.5 R/GJ combusted fuel. The fuel price in South Africa has remained 

relatively stable at the same value from 2015 to 2017 and this report thus assumes 

that the value from the IRP (2016) is still valid for 2017. Due to the transport of the 

fuel a 20 % levy is added to the fuel cost.  

5.2.4 Water usage 

The water usage of the SUNSPOT cycle is due to two factors namely the washing 

of the heliostats and of the compressor. Spelling (2013) gave Equations 5.9 and 5.10 

to account for these two respectively. The volume of water required to wash the 

heliostats is a function of the total aperture area and a specific water consumption 

(𝑣𝐻𝑆) which is given as 50 litre/m2/yr. The compressor is assumed to be washed 

online and Equation 5.10 gives the annual water requirement at a certain washing 

frequency per year (𝑓𝑤𝑎𝑠ℎ) with an absolute (𝑣𝑐0) and specific (𝑣𝑐1) water 

consumption of 90 litre and 0.5 litre/kg/s (Spelling, 2013). The cost of municipal 

water in Cape Town, South Africa at the beginning of 2017 is given by City of Cape 

Town (2017) for level 1 industrial water consumption to be 22.38 R/m3.  

𝑉𝑤𝑎𝑡𝑒𝑟𝐻𝑆 = 𝑣𝐻𝑆𝑁𝐻𝑆𝐴𝐻𝑆      [5.9] 

𝑉𝑤𝑎𝑡𝑒𝑟𝐶𝑜𝑚𝑝 = 𝑓𝑤𝑎𝑠ℎ(𝑣𝑐0 + 𝑣𝑐1�̇�𝑐𝑜𝑚𝑝)     [5.10] 
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Chapter 6 

 Design criteria and validation of 

components 

6.1 Site selection 

The selection of the right site has a significant impact on the power plant 

performance. Two parameters that have a high degree of impact on a solar power 

plant’s performance is the average ambient temperature and 95th percentile value of 

typical DNI. Gas turbines operate more efficiently and at a higher output at lower 

altitudes due to the higher density of the air. Regarding the cost of the plant the 

general distance to the fuel source and electricity grid plays a significant role. The 

values for these parameters of each site is given in Table 4. The distance to an 

electricity gridline is given qualitatively as such estimates is hard to make 

accurately. Figure 18 shows the typical distribution of these parameters over South 

Africa.  

 

Figure 18: South African maps showing (clockwise from the top left) the locations of 

proposed sites and gas supplies, irradiation, the national electricity gridline and elevation 
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Site specific simulations will take long to construct and evaluate with regards to 

one another. The decision had to be made beforehand using multi criteria decision 

analysis (MCDA). Two different decision-making tools are used, one that has 

objective scales and another that is more comparative in nature. The simple attribute 

rating technique (SMART) was designed by Ward Edwards (Von Winterfeldt & 

Edwards, 1986) to give an objective method of making decisions. The process and 

results of using this method is given in Appendix A.1. The SMART method showed 

that Vredendal is by far the most beneficial with Prince Albert, Aus and Arandis 

grouped together second with similar results. To validate this another decision 

making theory is utilised called the Analytical Hierarchy Process (AHP). This 

method is different in that the site parameters are regarded in preference with one 

another individually and then the sites are compared with respect to the best option 

of that site parameter. This method is preferred to SMART due to its qualitative 

versatility and pairwise considerations. It however lacks the numerical consistency 

inherent to SMART. Appendix A.2 shows how this method is used and the result it 

produced. Fortunately, it produced the same decision outcome for the best option 

being Vredendal with a different priority in 3rd to 5th best options. Vredendal is thus 

the site selected for this study.  

Table 4: Site specific parameters 

Location DNI95 

[W/m2] 

Altitude 

[m] 

Average ambient 

temperature [T] 

Distance 

to grid 

Distance to gas 

reserve [km] 

Prince Albert 1 006.5 869 290.3 Moderate 190 

Aggeneys 1 028.8 694 291.7 Moderate 650 

Vredendal 988.3 315 291.1 Close 260 

Aus 954.4 534 291.6 Moderate 125 

Arandis 924.0 530 293.0 Close 92 

Kokerboom 989.3 1 017 293.7 Moderate 555 

6.2 Power block selection and integration 

The Mercury 50™ gas turbine was selected for this study. It has already been tested 

experimentally in a solar retrofit setup for the SOLGATE project (Solgate, 2005). 

Here, the recuperator was exchanged with a pressurised air receiver and heliostat 

collector field by which it is charged. It has also been verified by Teraji (2005) to 

outperform a majority of commercially available gas turbines in the 4 to 8 MW 

range. In another report he also commented that the Mercury 50™ is well equipped 

for CSP tower integration and has been designed to be compatible with high inlet 

temperatures to the combustor (Teraji, 2015). Reports from Kurz (2005) and Teraji 

(2005) are used to characterise the turbine for this study’s purposes. The gas turbine 

is rated at 4.6 MWel. Steam turbines become less efficient the smaller their 

capacities are therefore two gas turbines are implemented. Assuming a 40 % 

contribution by the steam turbine to the total power output at design point, the steam 

turbine should be rated at approximately 6 MWel. An ideal steam turbine for this is 

the Siemans Steam Turbine SST-060 or SST-110. It can operate up and to a 
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maximum of 131 bar and 530 ºC live steam conditions. Both the gas and steam 

turbine steady state models are validated and confirmed to be an accurate 

representation of off-design performance. This validation is found in Sections 6.2.1 

and 6.2.2. Appendices C.1 and C.2 contain the simulation protocols of the Brayton 

and Rankine cycles respectively.   

The design point of the HRSG is found by trial and error, using the specifications 

for the steam turbine as described in Table 7, Section 6.2.2. It is ensured that with 

the resulting HRSG specifications that an evaporator approach temperature at the 

lowest possible ambient temperature is still greater than 0 °C. The resulting HRSG 

parameters are displayed in Table 5 for Vredendal at an altitude of 315 m and an 

average temperature of 18 °C.   

Table 5: HRSG design point parameters 

Parameter  Value Unit 

Overall heat transfer coefficient (HRSG) 159.501 W/K 

Overall heat transfer coefficient (Super heater) 23.597 W/K 

Overall heat transfer coefficient (Evaporator) 77.548 W/K 

Overall heat transfer coefficient (Economiser) 101.528 W/K 

Overall heat transfer coefficient (Condenser) 1 213.830 W/K 

6.2.1 Validation of gas turbine model 

The Mercury 50™ have been used by numerous authors for application in solar 

hybrid cycles and is therefore chosen for this study as well. Table 6 shows the 

design point parameters of the Mercury 50™ as used to validate the model. The data 

in the table represents values used for the Solugas project by Teraji (2005), Kurz 

(2005) and Ushyne (2005). With performance data of the Mercury 50™ not 

commercially available, the author relied on assumptions and data from other 

authors to build the model. At a turbine inlet temperature close to 1 100 °C the 

polytropic efficiencies are assumed to be that for a mid-range technology level with 

single stage cooling (Spelling, 2013). Spelling (2013) also used a constant pressure 

drop through the combustion chamber of 4 %. For this project a value of 5 % is 

assumed to incorporate a more conservative approach for the fact that such high 

inlet temperature combustors have not been developed this well yet. Other data such 

as the turbo machinery’s mechanic efficiencies are estimated to be 99 %. The data 

used to validate the Mercury 50™ performance is provided by Ushyne (2008) and 

they sourced it directly from TurboMach, the manufacturers. With most of the 

design point parameters for the turbine section in place the recuperator’s pressure 

drop is calculated thermodynamically to result in the required pressure drop over 

the turbine. As can be seen in Figure 19 the simulation represents the operational 

data well with some small deviation in the low and high temperature ranges. The 

simulation results are compared to the results from Ushyne (2008) in Appendix B.1 

where they used a simulation tool called IpsePro. It is seen that they had similar 

problems but also described their results as accurate enough to employ for transient 

simulations. The thermal efficiency of a cycle is dependent on the LHV of the fuel 



 

47 

used. To make a fair comparison the LHV is calculated from representative data of 

the Ushyne project (2008). A value of 48.36 MJ/kg is calculated and is used 

throughout this study.  

Table 6: Design point parameters for the Mercury 50™ 

Parameter  Value Unit Reference 

Power rating  4 600 kW Teraji (2005) 

Turbine inlet temperature  1 435 K Ushyne (2008) 

Exhaust flow rate  17.7 kg/s Ushyne (2008) 

Pressure ratio – Compressor 9.9 - Teraji (2005) 

Rotational speed  15 000 rpm 2014 Performance Specs 

Turbine polytropic efficiency 87 % Spelling (2013) 

Compressor polytropic efficiency 88 % Spelling (2013) 

Ambient temperature  288 K Ushyne (2008) 

Combustion chamber pressure drop  5 % Assumed 

Recuperator pressure drop 3 % Calculated 

 

Figure 19: Matlab simulation results compared with validation data 

6.2.2 Validation of steam turbine and HRSG models 

The SST-060 design point parameters are given in Table 7 as deduced from the 

technical brochure (Siemens, 2017). The multiple efficiencies are again compiled 

from numerous authors that has done work on small scale steam turbines. In the 

technical manual for SAM, Wagner and Gilman (2011) stated that for steam 

turbines implemented for CSP at the output level of a typical 10 MW turbine can 

be assumed around 70 %. This efficiency was also validated as a typical small-scale 

turbine efficiency by Ushyne (2008). The turbine mechanical efficiency is given as 
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99.5 % by Hirsch et al. (2017) in their CSP Bankability report. They also 

recommended a generator efficiency of 98.5 %.  

Table 7: Design point parameters for SST-060 

Parameter  Value Unit 

Turbine inlet pressure (live steam pressure) 13 100 kPa 

Turbine outlet pressure (condensing pressure) 10 kPa 

Turbine inlet temperature (live steam temperature) 530 °C 

Steam flow rate 6.8 kg/s 

While finding the appropriate HRSG design parameters the highest possible 

operating pressure that the turbine can operate at is 11 200 kPa. This shows that the 

cycle is not optimised but given the restriction on available data for components 

this less optimal configuration is accepted noting that this will have an adverse 

effect on the thermal efficiency on the subsystem and whole system. This is 

confirmed by the very high HRSG approach temperature of almost 100 °C, resulting 

in low Carnot efficiency estimates. The results from the SAM technical manual 

(Wagner and Gilmer, 2011) is used as shown in Figure 20. The power output is 

normalised to the design point power output and plotted along the change in 

condensing pressure. This study’s steady state simulation produced results much 

similar to that of SAM (Wagner and Gilmer, 2011) found in Appendix B.2.  

 

Figure 20: Validation of steam turbine simulation results compared with data from Wagner 

and Gilmer (2011). 

6.3 Central receiver 

The site-specific data such as the longitude, latitude, 95th percentile DNI and 

average ambient day temperature is incorporated for solar noon during the winter 

solstice, which is December 21st, to calculate all the respective solar angles and 

design point conditions. Efficiencies given in Section 4.3 for the solar field and 

receiver are assumed and with the calculated zenith angle of 13.323° the solar 
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field’s optical efficiency is calculated as 82.9 % and the total field’s efficiency is 

73.3 %. The operating pressure of the central air receiver at design point is 10.03 bar 

resulting in an optical efficiency of 80.7 %. A comparative study is done to validate 

the assumptions made with a correlation derived from Heller (2016). For receiver 

outlet temperatures ranging from 800 °C to 1 100 °C the maximum deviation 

recorded is only 1.5 % and at the design point at 1 100 °C only a 0.25 % deviation 

resulted. Assuming the central receiver should ideally heat the compressed gas up 

to 1 100 °C the total required thermal power absorbed is 27 226 MWth. A short 

analysis on the effect of the solar multiple as seen in Appendix D showed that a SM 

larger than two will not have any significant improvement on the system therefore 

a SM of 2 is selected. For this SM and rated thermal power the receiver area is 

specified as 65.28 m2 and the concentration ratio is calculated to be 961.18. This 

results in a receiver thermal efficiency of 62.3 %, which includes the CPC 

efficiency. The total solar field area required is 125 510 m2, fitted with 73.902 m2 

heliostats resulting in a total of 1 698 heliostats. The accompanying tower height is 

132.98 m and the resulting solar to thermal efficiency is 43.8 %. The Solgate (2005) 

report showed that the solar field requires around 4.5 Wh/m2/day to operate.  

6.4 Rock bed thermal storage 

Considering the average Biot number constraint imposed by Allen et al. (2015) the 

nominal heat transfer coefficient is calculate using Equation 4.25. Using this heat 

transfer coefficient, the mass flux is determined and well above 0.2 kg/m2s therefor 

ensuring a developed thermocline and coherence between analytical design and 

experimental data (Allen et al., 2015). The total cross-sectional area required to 

ensure this mass flux for design point gas turbine exhaust flow rate is 124 m2. 

Ensuring a charging effectiveness of 99 % (Allen et al, 2016) the effectiveness-

NTU method (Equation 4.28) was used to determine the minimum length to be 

2.6 m. This length is thus required for a developed thermocline. The length required 

for the total capacity is calculated using Equation 4.34. If this is smaller than the 

required effective length, then the effective length is assumed as the functional 

storage length. The effective length is also added to ensure minimal heat loss when 

fully charged. The total length calculate was 9.5 m. Von Backstrom et al. (2016) 

used a square flow region estimated at 4.2x4.2 m2 for a bed length of 11 m. For a 

bed length of 9.5 m, this study will use a scaled area of 3.627x3.627 m2 resulting in 

a cross-sectional area of 13.157 m2. On a modular level, at least ten units is to be 

implemented for the cross-sectional flow area to be realised.  The plant considered 

by Zangenah et al. (2012) had a thermal loss of 14 % for a 3 MWhth storage unit. 

An internal report by Von Backstrom et al. (2016) showed that with the increase in 

capacity there is a considerable decrease in thermal loss with 16 MWhth and 

100 MWhth having losses of 10 % and 1 % per day respectively due to improved 

insulation and more favourable containment surface area to volume flow. Assuming 

an eleven-hour capacity for the unit considered thermal losses are estimated thus at 

1 % for a 240.8 MWhth industrial scale unit. This is claimed due to improved 

containment surfaces that can be insulated (Von Backstrom et al., 2016).     
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Chapter 7 

 Off-design considerations 

Implementing CSP for power production the annual yield per year is highly 

influenced by the off-design characterisation of the components (Wagner & 

Gilman, 2011). The off-design performance for the gas and steam turbines are 

evaluated for a range of ambient conditions using iterative steady state simulations 

as outlined in Appendix C.1 and C.2. Assuming full load power production for the 

gas turbine their performance can be reasonably evaluated by polynomials using 

only ambient temperature as the variable. These models are also referred to as 

“Black Box” models. The fuel usage is then later recalculated using the amount of 

heat absorbed by the receiver. An aspect that was considered to have a marginal 

effect on operation is the slight change in flow rate through the turbine due to less 

fuel being combusted. Figure 21 shows how the “Black Box” models represented 

the simulation data for four distinct parameters which are used in the annual 

simulation.  

 

Figure 21: Validation of "Black Box" models for gas turbine output 

The “Black Box” equations required to represent the steam turbine output are a bit 

more involved and requires the consideration of multiple parameters. To calculate 

the performance parameters of the steam turbine the variable that will change is 
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condenser pressure, HTF flow rate and temperature. If the properties of the heat 

transfer fluid, which is the exhaust gas, are kept constant the condenser pressure at 

full load application is in effect only a function of ambient temperature. These 

parameters not only have an individual effect on the performance of the turbine but 

how they interact also plays a role (Wagner & Gilman, 2011).  To account for these 

interactions this study used a much similar, slightly less complex approach as 

Wagner and Gilman (2011). The design point parameters are determined for theses 

parameters and the steam turbine power output. The percentage of change (Δ) in 

design point power output can then be represented by polynomials of the absolute 

change (𝛿) in one parameter with the other two being kept constant. It is found that 

for both variation in exhaust gas and ambient temperatures the polynomial is first 

order and for the variation in exhaust gas flow rate it was second order (Equations 

7.1, 7.2 and 7.3).  

Δ𝑃(𝑇ℎ𝑡𝑓) = 𝐴(𝛿𝑇ℎ𝑡𝑓) + 𝐵    𝑤𝑖𝑡ℎ 𝑇𝑎𝑚𝑏  & �̇�ℎ𝑡𝑓 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡   [7.1] 

Δ𝑃(𝑇𝑎𝑚𝑏) = 𝐴(𝛿𝑇𝑎𝑚𝑏) + 𝐵    𝑤𝑖𝑡ℎ 𝑇ℎ𝑡𝑓 & �̇�ℎ𝑡𝑓 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  [7.2] 

Δ𝑃(�̇�ℎ𝑡𝑓) = 𝐴(𝛿�̇�ℎ𝑡𝑓)
2

+ 𝐵(𝛿�̇�ℎ𝑡𝑓) + 𝐶  𝑤𝑖𝑡ℎ 𝑇𝑎𝑚𝑏 & 𝑇ℎ𝑡𝑓 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

          [7.3] 

The total change in power output is then represented by a cumulative function that 

can be written in sequence as in Equations 7.4 to 7.6 and is also similar to work 

done by Hirsch et al. (2017) in their CSP Bankability report, Appendix D: Power 

Block. In order to validate these models, it is required to have the power output with 

the random change in all three variables. Such a representation is very tedious to 

construct and it would be difficult to visualise this on a graph. The gas turbines 

outlet conditions (exhaust gas temperature and flowrate) however, vary with the 

change in ambient temperature.  

𝑃(�̇�ℎ𝑡𝑓) = 𝑃𝑑𝑝 + 𝑃𝑑𝑝 × Δ𝑃(�̇�ℎ𝑡𝑓)     [7.4] 

𝑃(�̇�ℎ𝑡𝑓 , 𝑇ℎ𝑡𝑓) = 𝑃(�̇�ℎ𝑡𝑓) + 𝑃(�̇�ℎ𝑡𝑓) × Δ𝑃(𝑇ℎ𝑡𝑓)   [7.5] 

𝑃(�̇�ℎ𝑡𝑓 , 𝑇ℎ𝑡𝑓 , 𝑇𝑎𝑚𝑏) = 𝑃(�̇�ℎ𝑡𝑓 , 𝑇ℎ𝑡𝑓) + 𝑃(�̇�ℎ𝑡𝑓 , 𝑇ℎ𝑡𝑓) × Δ𝑃(𝑇𝑎𝑚𝑏) 

          [7.6] 

In the two top graphs and bottom left graph of Figure 22 the results of these 

polynomials are validated. The bottom right graph in Figure 22 shows the result of 

the “Black Box” equation for the steam turbine power output as a function of 

ambient temperature. Important to note is that each temperature represents the 

changes in both the exhaust gas temperature and flowrate. The “Black Box” 

represents the actual simulation data quite well with an average deviance of 0.25 %. 
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Figure 22: Validation of "Black Box" models for steam turbine output 
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Chapter 8 

 Configuration and dynamic 

simulation criteria for SUNSPOT 

cycle  

8.1 Configuration details 

Four different cycles are evaluated over a five-year period. Initially, only the 

conventional CC is simulated to find a base from which the alternative options can 

be evaluated from. The CC is then altered in three separate ways. First to evaluate 

the major improvement of adding the solar resource only a solar retrofitted 

combined cycle is simulated. It is then further developed into the SUNSPOT cycle 

by adding the storage in parallel with the HRSG. To make a fair evaluation of the 

SUNSPOT cycle a CC with only the addition of storage is also simulated, operating 

with the same strategy as the SUNSPOT cycle.    

8.2 Transient simulation details 

8.2.1 Thermal inertia of steam turbine 

Hirsch et al. (2017) researched the standardization of CSP system modelling. They 

gave some direction into what the effects and temporal implications of cold, warm 

and hot start sequences are for the steam cycle as used in a solar configuration. They 

implemented a 100 MW plant requiring a 250 MWth load and it is deduced that for 

smaller or larger system the estimations they made can be scaled linearly with 

sufficient accuracy. Hirsch et al. (2017) showed that for a warm start per day, 

typical of CSP, the required downtime should not be more than eight hours. For this 

research, it is assumed that a twelve-hour period will still be sufficient. Their 

estimates reflected a start-up period of 30 minutes and a thermal load requirement 

of 10 % of the nominal thermal load required by the system. The HRSG’s inertia is 

included in this. 

8.2.2 Thermal inertia of gas turbine 

It is generally expected that the Solugas plant (a solar hybrid gas turbine using the 

Mercury 50™) can reach maximum load from start up within 30 minutes (Quero et 



 

54 

al., 2013). These authors concluded that a reasonable assumed start up period for 

the gas turbine can be taken as short as 10 minutes.  

8.2.3 Thermal inertia of receiver and piping system 

It is assumed that the piping system as well as the receiver has the same thermal 

inertia as the gas turbine and that the power lost during heat up is recovered by the 

off-load performance of the gas turbine during start up resulting in a zero-net sum.   

8.2.4 Operating strategy  

The operating strategy is chosen to replicate the current demand curve in South 

Africa. The current demand in South Africa has a small peak in the morning with a 

large peak during the late afternoon and early evening. The typical constant day 

demand is also higher than the average night time demand. From 06:00 to 15:00 

only the two gas turbines are running, using a combination of fuel and solar resource 

to heat up the air. During this period the thermal storage is being charged, which 

will thus total in a nine-hour charging period. To capitalise on the tariff hike in late 

afternoon, the steam turbine is started at 15:00 resulting in maximum output for the 

plant during this period, running on only the exhaust heat of the gas turbines. At 

21:00 the gas turbines switch off and the steam turbine continues running at 100 % 

capacity. Running the steam turbine during the night also favours higher thermal 

efficiency due to lower condensing temperatures. A schematic on the operating 

strategy is found in Appendix E. 

To make a fair comparison the other cycles operating strategies are chosen to result 

in the same net power production as the SUNSPOT cycle. Therefore, the CC as 

well as its solar retrofit derivative runs for fifteen hours a day from 06:00 to 21:00. 

This then results in a load factor of 62.5 %, which is slightly higher than typical CC 

load factors as given by the IRP (2016). The CC with storage follows the same 

operating strategy as the SUNSPOT cycle. 

8.2.5 Balance over solar receiver 

The “Black Box” models are used during the transient simulation for the operation 

of the steam and gas turbines. The only heat balance in the dynamic simulation 

occurs within the solar receiver iteration. Equation 4.21 (from section 4.3) is used 

to calculate the heat absorption and this is used to calculate the receiver outlet 

temperature. Depending on the allowed combustor inlet temperature the heliostats 

are focussed or defocused to reach that temperature and the balance is reiterated. 

The annual simulation procedure is given in Appendix C.3 for all four different 

configurations.  
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Chapter 9 

 Results and discussion 

9.1 Steady state models 

The steady state models were validated with relevant data as seen in Chapter 6.2.1 

and 6.2.2 for the gas and steam turbine respectively. Chapter 7 showed that the off-

design performance can essentially be captured well enough by “Black Box” 

models. The turbines selected in Chapter 6.2 are well equipped for combined cycle 

operation but it was found that they are not optimised for one another which made 

finding the design points for the HRSG more involved. For typical combined cycles 

of this size (<20 MW) the thermal efficiency should be in the range of around 50 %. 

Due to utilising a non-reheat steam turbine at single pressure the Rankine efficiency 

to start with is only 27 %. The HRSG is then specified to ensure a positive approach 

temperature at the evaporator for the multiple conditions associated with the gas 

turbine exhaust with ambient temperatures varying from -15 to 50 °C. This results 

in the HRSG exhaust gas temperature being almost 100 °C higher than the 

economiser feed water inlet temperature, resulting in significant waste heat. Using 

these temperatures and design point cycle efficiencies the total system efficiency of 

the cycle is estimated at 41.3 %. The equation used to calculate this is derived in 

Appendix F.     

The program is written to simulate a given power plant and not as an optimisation 

program. The studies done during the Solgate project (2005) showed that for the 

PGT 10 (16.1 MW combined cycle system) the gas turbine efficiency was 31.1 % 

and the total combined cycle efficiency 44.6 %. Which shows that for this scale of 

plants the thermal efficiencies remain quite low and given the lower gas turbine 

thermal efficiency of the Mercury 50™ compared to the PGT 10, the calculated 

efficiency compares well with the Solgate project (2005).  

9.2 Dynamic simulations 

The irradiation and weather data has been used to evaluate the combined cycle, the 

combined cycle with thermal storage, the solar retrofitted combined cycle and the 

SUNSPOT cycle. Both the SUNSPOT cycle and the solar retrofitted cycle were 

also evaluated at various solar multiples. A SM is chosen by which these plants are 

evaluated against the traditional combined cycle plant. In Appendix G, Figure 36 

and Figure 37 show the typical summer and winter’s day operation of the solar 

retrofitted combine cycle. Figure 38 and Figure 39 show these results for the 
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SUNSPOT cycle. These figures show how the availability of DNI during the day 

reduces the fuel usage significantly. It is important to notice how the combined 

cycle output reproduces the typical demand curve of South Africa, with the higher 

demand during the day, the peak over the evening and the lower demand during late 

evening and early morning. 

9.2.1 Solar multiple of SUNSPOT cycle system evaluation 

Table 8 gives the results for the SUNSPOT cycle operating at the various SM’s. 

The annual power production stays the same due to the hybrid nature of the power 

plant. The increase in SM therefor only reduces the fuel requirement of the plant 

and therefor it’s thermal efficiency.  Figure 33 in Appendix D showed that by 

increasing the SM further than 2 shows minimal improvement in the thermal design 

of the power plant. For this reason, a SM of two is chosen for the comparison 

between configurations. The major setback of using a SM of 2 is that solar resource 

is wasted because of spillage and the results show that the SUNSPOT with a SM of 

two is more than 12 % less solar efficient than when the SM is one. This can be 

improved by using a multiple pressure receiver design as proposed by Heller 

(2016). At a systems perspective the solar fraction of the thermal requirement is 

increased by almost 10 % by doubling the SM. The concept of hybrid operation is 

the focus of this study and requiring the larger solar field to improve the solar 

fraction of the hybrid system is justified even though Spelling (2013) argued that 

the most optimal LCOE is found with solar shares between 14 % and 26 %. 

Increasing the solar share would also improve the power plant’s vulnerability to 

fluctuating fuel prices.  

Table 8: Annual simulation results for the SUNSPOT cycle operating at different solar 

multiples 

Parameter SM 1 SM 1.5 SM 2 SM 2.5 

Annual power production [TWh] 72.145 72.145 72.145 72.145 

Annul fuel consumption [Ton] 9 350.00 8 368.75 7 999.47 7 793.38 

Thermal Efficiency 57.44 % 64.17 % 67.14 % 68.91 % 

Solar Efficiency 34.49 % 27.67 % 22.07 % 18.24 % 

Solar Fraction 31.27 % 37.96 % 40.50 % 41.92 % 

Load Factor 58.23 % 58.23 % 58.23 % 58.23 % 

Load Factor at 30% utility (baseload)  100 % 100 % 100 % 100 % 

9.2.2 Configuration analysis 

Comparing the results between the different configurations in Table 9, it is 

interesting to find that the addition of storage along with the change in the operating 

strategy of the plant increases the plant thermal efficiency and annual power 

production. This is because the steam turbines are now generating power in the 

evening when there is lower ambient temperature, thus a lower condensing pressure 

is reached. This increase in output outweighs the loss of thermal energy inside the 

thermal storage. Adding the storage also resulted in the capability of the plant to 

theoretically produce electricity as a base load plant throughout the year. The 
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changes to plant design also shows minimal negative impact on the typical output 

of a combined cycle plant as seen by the very small changes in load factor. Adding 

the solar resource at a SM of two reduces the fuel consumption with more than 40 % 

and therefor the thermal efficiency by which the fuel is burned is increased by 30 % 

from conventional CC technology towards the SUNSPOT cycle technology. The 

low solar efficiencies are due to defocusing the heliostats at high irradiation and 

current limitation to central receiver systems and high-pressure air receivers. 

Table 9: Annual simulation results for the different component configurations 

Parameter 
Combined 

Cycle 

Combined 

Cycle with 

Storage 

Solar 

Retrofitted 

Combined 

Cycle 

SUNSPOT 

Annual power production [TWh] 72.946 73.629 71.408 72.145 

Annul fuel consumption [Ton] 14 381.24 14 400.4 7 997.2 7 999.5 

Thermal Efficiency 37.76 % 38.06 % 66.47 % 67.14 % 

Solar Efficiency - - 22.18 % 22.07 % 

Solar Fraction - - 40.51 % 40.50 % 

Load Factor 58.88 % 59.43 % 57.64 % 58.23 % 

Load Factor at 30% utility (baseload)  63 % 100 % 63 % 100 % 

9.3 Thermo-economic evaluation 

The specific costs as defined in Chapter 5 is used to calculate the total CAPEX and 

OPEX for each plant. Figure 40 in Appendix H shows the typical breakdown of 

CAPEX cost associated with each plant. Equation 5.1 is used to calculate the LCOE 

and this is then converted to R/kWh using the exchange rate averaged in January 

2017 (14.5 R/€). From Table 10 it is seen that with the increase in SM the CAPEX 

increases to a proportion that outweighs that of the amount of fuel that is saved, 

thus the increase in LCOE. The OPEX of the SUNSPOT cycle compared to that of 

the combined cycle does not seem as low as expected. The reason is that for the 

combined cycle 83.7 % of the OPEX consist of fuel costs. For the SUNSPOT cycle 

the fuel costs accounts only for 62.3 %. The labour cost for the SUNSPOT cycle is 

significantly higher than for a conventional plant due to the number of technicians 

required in the solar field and control room as implied by Table 3. This also caused 

an increase in OPEX as the SM is increased.     

Table 10: Summary of the thermo-economic performance for the SUNSPOT cycle at 

different solar multiples 

Economic 

Parameter 

Combined 

Cycle 

SUNSPOT 

SM 1 

SUNSPOT 

SM 1.5 

SUNSPOT 

SM 2 

SUNSPOT 

SM 2.5 

CAPEX  € 9 896 807   € 43 576 791   € 50 628 550   € 57 621 833   € 64 580 994  

OPEX  € 7 273 611  € 5 658 634   € 5 417 917   € 5 435 842   € 5 465 784  

LCOE (€/kWh)  € 0.112   € 0.132   € 0.137   € 0.146   € 0.155  

LCOE (R/kWh)  R 1.623   R 1.915   R 1.993   R 2.121   R 2.251  
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The revised IRP (2016) assumed that CC gas turbine plants operating at a high load 

factor (>60 %) can reach a LCOE of 1.00 R/kWh. These are plants of rated capacity 

732 MWe. To make a fair comparison with these plants this study’s results are 

scaled to a similar range output and cost. The output should also be modified using 

the typical thermal efficiency of such plants (55 %) and the calculated thermal 

efficiency (41.3 %) of the modelled plant as in Appendix F. Even though this is a 

rough estimate, the LCOE scaled is of similar value which is used in the revised 

IRP (2016) and therefore acceptable to make realistic comparisons. It is seen in 

Table 11 that even though the CC with storage can be used as a base-load or load 

following power producer it has a slightly higher cost due to the storage costs. This 

is similar with regards to the two hybrid models. With the current technology 

available the SUNSPOT cycle does not yet compete with the CC technologies even 

though it’s OPEX is 25 % less than that for the CC. Using the IRP (2016) as a 

guideline, the SUNSPOT cycle does however compare well with other CSP plants 

and renewable technologies as seen in Figure 23 at the same load factor, except for 

wind, solar photovoltaic, biogas and biomass forestry residue. 

Table 11: Summary of the thermo-economic performance of the different configurations 

Economic 

Parameter 

Combined 

Cycle 

Combined 

Cycle with 

Storage 

Solar 

Retrofitted 

Combined 

Cycle 

SUNSPOT 

Cycle 

CAPEX  € 9 896 807   € 13 347 983   € 54 288 983  € 57 621 833  

OPEX  € 7 273 611   € 7 312 775   € 5 404 598   € 5 435 842  

LCOE (€/kWh)  € 0.112   € 0.115   € 0.143   € 0.146  

LCOE (R/kWh)  R 1.623   R 1.674   R 2.077   R 2.121  

 

 

Figure 23: Screening curves implemented by the IRP (2016) for various renewable 

technologies 
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Chapter 10 

 Conclusions and recommendations  

This study set out to make a case for the further research in using the SUNSPOT 

cycle as a solution to the current electricity problem in South Africa. Extensive 

research on solarised combined cycles in Chapter 2 shows that the SUNSPOT cycle 

is novel in its design. It shows that the concept of storage in parallel with the HRSG 

is the major derivative from the typical approaches to the solarised combined cycle. 

As a prerequisite to simulating the SUNSPOT cycle an important objective was set 

to capture the essence of typical combined cycle operation. The thermodynamics 

and the operation of the independent systems such as the Brayton and Rankine cycle 

are studied in Chapter 3. These theoretical models are used to simulate the off-

design performance of the power cycles.  They are validated by existing simulation 

and experimental data. Chapters 6.2.1 and 6.2.2 show that the program gives an 

accurate description of the off-design performance of the Brayton and Rankine 

cycles respectively. High level models for the solar and thermal storage components 

of the SUNSPOT cycle are studied in Chapter 4 and they are integrated with the 

combined cycle in an annual dynamic simulation tool using Matlab® (Mathworks, 

2017). “Black Box” models are derived in Chapter 7 to capture the essence of the 

off-design operation of this plant and these models are validated using the iterative 

simulation results and found to be very accurate representations. To evaluate the 

cycle on a thermo-economic basis various economic models are used to estimate 

the typical CAPEX and OPEX cost of these cycles in Chapter 5. Vredendal is 

selected using both the SMART and AHP decision making criteria as a good 

location to evaluate the SUNSPOT cycle (Chapter 6.1). The major contributions of 

this site are the low elevation and very high annual DNI levels. Location specific 

data is used to determine the design point parameters of the combine cycle, central 

receiver system and thermal storage in the rest of Chapter 6. Chapter 8 describes 

the different configurations to be evaluated along with some general transient 

simulation criteria that is followed such as the operating strategies and thermal 

inertia of the plants.  

The results in Chapter 9 show that the design point thermal efficiency, even though 

it is quite low, is a good representation of combined cycle efficiencies of such small 

plants that are not optimised. For both the solar hybrid systems a SM of two is found 

to give the best desired plant performance. Using a SM of two these plants are 

compared to the results of a combined cycle. It is shown that the addition of storage 

increases plant output due to lower ambient temperature by which the steam turbine 

operates. This performance enhancement of less than 1 % thermal efficiency is not 

justified by the increase in LCOE unless it is desired to operate the plant as a 

baseload or typical load following plant. The addition of solar proved to enhance 

the fuel efficiency of the plant significantly but the CAPEX of these plants is still 
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too high to justify it. Solarised gas turbines are currently only in the development 

phase and therefor unjustifiably expensive.  As shown in Table 2 solar retrofitting 

the gas turbine increased the gas turbine cost by almost 2.7 times, which results in 

a 79 % increase in the power block cost of the plants. Considering this, the 

SUNSPOT cycle still compares favourably with regards to other CSP options at a 

LCOE of 2.12 R/kWh at a load factor of 57.64 %.  

The SUNSPOT cycle is a competent design and with the continuation of research 

in both the high-pressure air receiver and thermal storage, along with the maturation 

of the central receiver system it could perhaps someday compete on an economical 

scale. The main argument for the SUNSPOT cycle lies in the dispatch ability of its 

power and with a variation in operating strategies it is more useful than its solar 

retrofitted CC counterpart. It is important to note that this comparison is made 

between plants of different sizes. With the increase in capacity the thermal 

performance of the combined cycle also improves. It is recommended that further 

study investigates how a SUNSPOT cycle of the same capacity compares with 

current CSP. Studies in the thermo-economic optimisation of the SUNSPOT cycle 

similar to those done by Spelling (2013) on the solarised Brayton cycle is highly 

motivated to show what an optimal SUNSPOT cycle could be capable of. Finally, 

the areas of greatest concern in research regarding the SUNSPOT cycle would be 

to increase solar efficiency while maintaining a high solar fraction and lowering the 

LCOE. The first can only be done by improving the current solar thermal efficiency 

of central receiver systems and the high-pressure air receiver. The high LCOE is 

largely affected by components that are either still in the development phase or very 

young in there roll-out maturity. This study thus advocates the continued research 

in solarised gas turbines, CRS, pressurised air receivers and rock bed (or other 

innovative) TESS. To conclude the SUNSPOT cycle can in theory compete with 

current power generation processes but research in the areas mentioned will be 

pivotal in realising this. 
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Appendix A: Location selection 

process: SMART and AHP criteria 

A.1 SMART 

The first step in a SMART analysis is to setup a value tree. For selecting a site it is 

determined that there are two areas in which the system is validated, namely, cost 

and performance. The distances to the grid and fuel supply is the parameters relating 

to cost. The performance is influenced by the DNI, ambient temperature and 

altitude. The value tree seen in Figure 24 is typical to this system. The data from 

Table 4 is used and scaled linear between maximum and minimum values as seen 

in Table 12. The different parameters are also evaluated as to relative importance 

towards the most important one and this swing weight leads to a percentage value 

of parameter compliment to decision as seen in the second column of Table 12. A 

swing weight is also determined between cost (25 %) and performance (75 %). The 

results of the scaling are then multiplied through the swing weights and added to 

deliver a final result. It is clear that Vredendal would be the best decision according 

to the SMART method.  

 

Figure 24: Value tree for site selection process 

Table 12: SMART site selection table 

  

Site Selection

Cost

Distance to 
grid 

connection

Distance to 
gas supply

Performance

DNI Altitude
Ambient 

Temperature

Parameter
Swing 

Weight
Min Max

Prince 

Albert

Vreden-

dal
Aggeneys Aus Arandis

Koker-

boom

DNI 29.4% 900 1029 0.83 0.69 1 0.42 0.19 0.69

Altitude 26.5% 315 1200 0.37 1 0.57 0.74 0.76 0.21

Ambient T 14.7% 290.3 298 1 0.9 0.82 0.83 0.65 0.56

Grid distance 11.8% 0.6 1 0.6 1 0.6 0.6 1 0.6

Gas distance 17.6% 92 650 0.82 0.7 0 0.94 1 0.17

70.40% 84.10% 53.40% 67.80% 64.70% 44.20%Results
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A.2 AHP  

For this study the AHP method will assume the same value tree as defined by the 

SMART in Appendix A.1. The AHP is a tedious process of evaluating each 

division, parameter and option within that parameter with one another on a 

qualitative basis. The following assertions with their accompanying numerical 

value can be made. A division, parameter or option can be equally important (1), 

weakly more important (2), moderately more important (3), strongly more 

important (4) or highly more important (5) than another with regards to that 

parameter (in the case of an option) or division (in the case of a parameter). Tables 

for each parameter (with options), division (with parameters) or choice (with 

divisions) is then constructed with the relative numerical values as per evaluation. 

An example is given in Table 13 for the different options with regards to Altitude. 

How one would read would be something like: “Vredendal is moderately more 

preferred to Prince Albert with regards to altitude”. These tables are then 

normalised to unity and the value tree is updated with these values. A multiplication 

function is used to multiply from the bottom of the value tree up to the top and 

adding the results for each option to give totals on which the selection will be based. 

The AHP also resulted in delivering Vredendal as the best selection.  

Table 13: Example for AHP: Altitude comparison 

 

Altitude

Prince Albert 1 0.11 0.33 0.11 1 0.11 0.5 0.09 0.5 0.09 2 0.13

Vredendal 3 0.32 1 0.34 3 0.32 2 0.38 2 0.38 4 0.27

Aggeneys 1 0.11 0.33 0.11 1 0.11 0.5 0.09 0.5 0.09 2 0.13

Aus 2 0.21 0.5 0.17 2 0.21 1 0.19 1 0.19 3 0.2

Arandis 2 0.21 0.5 0.17 2 0.21 1 0.19 1 0.19 3 0.2

Kokerboom 0.5 0.05 0.25 0.09 0.5 0.05 0.33 0.06 0.33 0.06 1 0.07

Totals 9.5 1 2.91 1 9.5 1 5.33 1 5.33 1 15 1

NormalisedComparative value

Prince 

Albert
Vredendal Aggeneys Aus Arandis Kokerboom
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Appendix B: Comparative data, 

figures and tables 

B.1 Gas turbine validation data 

 

Figure 25: Ushyne (2008) gas turbine simulation results using IpsePro™. 
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B.2 Steam turbine validation data 

 

Figure 26: Wagner and Gilman (2011) SAM simulation’s result with which this study’s 

simulation is compared with. 
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Appendix C: Simulation flow 

diagrams  

C.1 Brayton cycle simulation 

 

 

Figure 27: Flow chart of steady state Brayton cycle simulation  

Initialise Brayton cycle

Enter gas turbine and compressor specific data

Calculate design point value and first iteration approximations

Ambient temperature from-15 till 50

Compressor calculations
-Develop characteristic curve
-Calculate efficiency and mass flow for given 
rotational speed and pressure ratio
-Test for stalling  
-Determine compressor outlet conditions

Calculate pressures and mass flow values throughout the cycle

Gas turbine calculations
-Calculate actual turbine corrected mass flow 
and pressure rise over compressor to correspond
-Calculate pressure ratio and efficiency over 
turbine and test for choking
-Determine turbine outlet conditions  

Combustor calculations
-Calculate required fraction of fuel
-Calculate actual corresponding mass flows 
and outlet conditions of the combustor 

Iterate till mass flow and compressor outlet temperature converges

Calculate power requirements, 
generation and thermal efficieny

Save iteration results

Determine  Black Box  equations
Plot results

End Brayton cycle
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C.2 Rankine cycle simulation 

Initialise Rankine cycle

Enter steam turbine, HRSG, condenser and pump specific details

Calculate design point values and first iteration approximations

Ambient temperature from-15 till 50

Load gas turbine output data for ambient temperature

High pressure steam turbine calculations
-Calculate steam flow rate using stodola
-Calculate turbine outlet conditions

Condenser calculations
-Estimate condensing pressure using ambient temperature
-Calculate required heat rejection and condensing temperature
-Iterate to find terminal temperature difference, condensing pressure and heat rejection

Pump calculations
-Calculate pump outlet conditions with non-isentropic compression

Balance HRSG and steam turbine till steam flow convergence

Balance overall HRSG till terminal temperatures converges

HRSG calculations
-Calculate feed water inlet and superheated steam outlet conditions at given 
pressures
-Calculate mass and heat transfer balance over HRSG
-Estimate new pressures corresponding to outlet temperature of HRSG 

High pressure steam turbine calculations

Condenser calculations

Pump calculations

Estimate temperature distribution throughout HRSG

Balance all HRSG components collectively till all temperatures converge

Calculate heat and mass transfer over super heater, evaporator 
and economiser individually  

Show temperature estimate accuracy. 1/1000 acceptable.

Calculate power consumption, generation and thermal efficiency

Initialise variables for the next ambient conditions 

Determine  Black Box  equation for operating range and plot results

End Rankine cycle
 

Figure 28: Flow chart of steady state Rankine cycle simulation 
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C.3 Annual simulation 

Initialise annual simulation

Load  Black Box  equations, component characteristics and weather data for each time step

For each time step as specified

- Determine day, local clock and universal time, ambient conditions and DNI at time step. 
- Determine state of operation: Steam turbine, Gas turbine or Combined cycle

- Determine solar angles

State

Gas turbine only operation

Combined cycle operation

Steam turbine only operation

Save time step results

Initialise annual simulation
 

Figure 29: Flow chart of annual plant simulation 
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Begin gas turbine only state

Use  Black Box  equations to calculate gas turbine output 
at the ambient conditions specified

IF there is DNI available and the zenith angle is < 90

Calculate solar field efficiencies and 1st estimates of 
number of heliostats, resulting heat absorption and 

receiver outlet temperature

Balance over receiver till outlet temperature converges

Calculate new number of heliostats 
and receiver outlet temperature

Calculate final heat received and 
absorbed

Combustor inlet = Compressor outlet
Zero solar heat absorped

Calculate fuel consumption

Calculate the amount of heat that is stored in 
the thermal storage along with thermal losses

Adjust power output for 
start-up inertia if required

End gas turbine only state
 

Figure 30: Flowchart representing the gas turbine only state of operation 
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Begin combined cycle state

Use  Black Box  equations to calculate gas turbine output at the ambient conditions specified

IF there is DNI available and the zenith angle is < 90

Calculate solar field efficiencies and 1st estimate of 
number of heliostats, resulting heat absorption 

and receiver outlet temperature

Balance over receiver till outlet temperature converges

Calculate new number of heliostats 
and receiver outlet temperature

Calculate final heat received 
and absorbed

Combustor inlet = Compressor outlet
Zero solar heat absorped

Calculate fuel consumption

Calculate steam turbine output using  Black Box  
equations with output data from gas turbine operation

Adjust steam turbine output and thermal 
losses for start up procedure 

Calculate the amount of heat that is stored in the 
thermal storage along with thermal losses

End combined cycle state
 

Figure 31: Flowchart representing the combined cycle state of operation 

 

Begin steam turbine state

Calculate enthalpy increase over the blower of the air through the thermal storage

Determine the discharge flow rate along with the amount of heat remove from storage

Calculate steam turbine output using the discharge flow rate, averaged charged 
temperature and ambient temperature as inputs for the  Black Box  equations

End steam turbine state
 

Figure 32: Flowchart representing the steam turbine only state of operation 
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Appendix D: Solar multiple 

selection 

 

Figure 33: Solar multiple evaluation for SUNSPOT cycle 
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Appendix E: Operating strategy 

 

Figure 34: Operating strategy of the SUNSPOT cycle 
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Appendix F: Thermal efficiency of 

combined cycle 

The following equations are deduced from simple thermal efficiency calculations 

and the results are used to validate the efficiency resulting from the transient 

simulations. The Equations correlate with the given schematic in Figure 35. 

 

𝜂𝑐𝑐 =
𝑄𝑖𝑛 − 𝑄1 + (𝑄1 − 𝑄𝑒𝑥ℎ − 𝑄𝑜𝑢𝑡)

𝑄𝑖𝑛
 

𝜂𝑐𝑐 =
𝑄𝑖𝑛 − 𝑄1

𝑄𝑖𝑛
+

𝑄1 − 𝑄𝑜𝑢𝑡

𝑄𝑖𝑛
−

𝑄𝑒𝑥ℎ

𝑄𝑖𝑛
 

𝜂𝑐𝑐 =
𝑄𝑖𝑛 − 𝑄1

𝑄𝑖𝑛
+

𝑄1

𝑄𝑖𝑛
(1 −

𝑄𝑒𝑥ℎ

𝑄1
−

𝑄𝑜𝑢𝑡

𝑄1
) 

𝜂𝐵𝑅 = 1 −
𝑄1

𝑄𝑖𝑛
 

𝜂𝐻𝑅𝑆𝐺 = 1 −
𝑄𝑒𝑥ℎ

𝑄1
 

𝜂𝑅𝐶 = 1 −
𝑄𝑜𝑢𝑡

𝜂𝐻𝑅𝑆𝐺𝑄1
  

𝜂𝑐𝑐 = 𝜂𝐵𝐶 + (1 − 𝜂𝐵𝐶) (𝜂𝐻𝑅𝑆𝐺 − 𝜂𝐻𝑅𝑆𝐺 (
𝑄𝑜𝑢𝑡

𝜂𝐻𝑅𝑆𝐺𝑄1
 )) 

𝜂𝑐𝑐 = 𝜂𝐵𝐶 + (1 − 𝜂𝐵𝐶)𝜂𝐻𝑅𝑆𝐺(1 − (1 − 𝜂𝑅𝐶  )) 

𝜂𝑐𝑐 = 𝜂𝐵𝐶 + (1 − 𝜂𝐵𝐶)𝜂𝐻𝑅𝑆𝐺(𝜂𝑅𝐶 ) 

𝜂𝐶𝐶 = 0.247 + (1 − 0.247)(0.8)(0.275) = 0.41266 

 

Figure 35: Thermal efficiency of combined cycle 
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Appendix G: Typical outputs 
 

 

Figure 36: A typical three-day summer output for the solar hybrid combined cycle 
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Figure 37: A typical three-day winter output for the solar hybrid combined cycle 
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Figure 38: A typical three-day summer output for the SUNSPOT cycle 
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Figure 39: A typical three-day winter output for the SUNSPOT cycle 
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Appendix H: CAPEX composition 

of different configurations 

 

Figure 40: CAPEX breakdown of each plant 

 


