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Abstract

Optimising Power System Frequency Stability using Virtual

Inertia from Inverter-based Renewable Energy Generation

W. J. Farmer

Department of Electrical and Electronic Engineering,

University of Stellenbosch,

Private Bag X1, Matieland 7602, South Africa.

Thesis: MEng (E&E)

November 2018

Inverter-based renewable energy generation are integrated into power systems

at an increasing rate. Governments continuously set higher goals for renew-

able energy generation considering only the impact on the environment, de-

velopment time, financial and economical side, while ignoring the impact of

high penetration of inverter-based renewable energy generation on the current

power system’s stability. This thesis investigates the impact of increased vari-

able renewable energy generation integration into the power system, with a

specific focus on inertial response for system frequency stability. The focus

is on wind and solar power generation, which uses inverters to interface with

the power system network. These generation sources have a detrimental effect

on the generation/load power balance, which reduces the system frequency

stability. The power system becomes more sensitive, with increased RoCoF,

lower frequency nadir and increased difficulty to control system frequency with

generation/load balancing. Current mitigation measures and regulations for

the decreased frequency stability are reviewed, indicating that for high share

of renewable generation not just long-term energy storage is required, but also

short-term energy storage with fast power response capabilities. To evaluate

the impact, power system components are examined and modeled to imple-

ment in a power system simulation. Power system operation and stability

(rotor, voltage and frequency) are reviewed and discussed. The research then

focuses on transient frequency dynamics and stability. For the mitigation of



reduced frequency stability the concept of virtual inertia is introduced. Vir-

tual inertia is then explained and simulated for wind and solar PV plants.

Lastly the H2 -norm metric is used to evaluate power system frequency sta-

bility, rather than using the amount of inertia present in a power system. The

metric follows from Lyapunov theory for analyzing non-linear system stability

through energy functions. The distribution of virtual inertia in a network is

then optimised using the Genetic Algorithm with the H2 -norm, which is used

to analyze the system robustness against disturbances, as the cost-function.

The results show significant performance improvement in transient stability

for the Western Transmission network of the Eskom power system in South

Africa.
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Omsetter-gebaseerde hernubare energie opwekking word in toenemende mate

in kragstelsels gëıntegreer. Regerings stel voortdurend hoër doelwitte vir her-

nubare energie opwekking waar slegs die impak op die omgewing, ontwikkel-

ingstyd, finansiële en ekonomiese faktore in ag geneem word, terwyl die impak

van hoë penetrasie omsetter-gebaseerde hernubare energie opwekking op die

huidige kragstelsel se stabiliteit gëıgnoreer word. Hierdie tesis ondersoek die

impak van toenemende hernubare energie opwekking integrasie op die huidige

kragstelsel. Die fokus is spesifiek op die traagheidsreaksie vir stelselfrekwensie-

stabiliteit, as ook op wind- en son-kragopwekking wat deur middel van om-

setters aan die kragstelselnetwerk koppel. Hierdie hernubare bronne het ’n

negatiewe effek op die generasie/las kragbalansering, wat die stelselfrekwen-

sie se stabiliteit bedreig. Die kragstelsel word meer sensitief, met verhoogde

RoCoF, laer frekwensie nadir en dit word moeiliker om die stelselfrekwensie

te beheer met generasie/las balansering. Huidige regulasies en oplossings vir

die agteruitgang van die frekwensie-stabiliteit word hersien. Om hoër aan-

dele van hernubare energie opwekking te bewerkstellig, vereis dit langtermyn

energiestoor sowel as korttermyn energiestoorkapasiteit met vinnige drywing



uittree reaksie vermoëns. Om die impak op die krag stelsel te evalueer, word

die stelsel komponente ondersoek en gemodelleer vir die doel om dit in ’n

kragstelsel simulasie te implementeer. Kragstelseloperasie en stabiliteit (ro-

tor, spanning en frekwensie) word hersien en bespreek. Die navorsing fokus

dan op oorgangs-frekwensie-dinamika en stabiliteit. Die konsep van virtuele

traagheid word voorgestel as ’n oplossing vir die agteruitgang van frekwensie-

stabiliteit. Virtuele traagheid word dan verduidelik en gesimuleer vir wind-

en son-kragopwekking. Laastens word die H2 -norm gebruik om die stelsel

se frekwensie-stabiliteit te evalueer, eerder as om die hoeveelheid traagheid

in ’n kragstelsel te gebruik. Die metode volg uit die Lyapunov-teorie waar

nie-lineêre stelsels se stabiliteit ge-analiseer word deur die opstel en gebruik

van funksies wat die energie in die stelsel beskryf. Die verspreiding van

virtuele traagheid in ’n netwerk word dan ge-optimeer met die gebruik van

die Genetiese Algoritme. Die koste-funkise wat ge-minimeer word is die, H2

-norm. Die H2 -norm verteenwoordig die stelsel robuustheid teen versteurings

en dus, word ge-mimimeer. Die resultate toon beduidende prestasie verbeter-

ing in oorgang-stabiliteit vir die Westelike transmissie netwerk van die Eskom

krag-stelsel in Suid-Afrika.
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Chapter 1

Introduction

The power system is a large and complex machine consisting of generation sources, trans-

formers, transmission lines, capacitors, reactors, loads, protection devices, and Supervi-

sory Control and Data Acquisition (SCADA) systems [1] [2]. All the components within

these categories work together to meet three objectives [1] [3]:

1. The first objective is to meet the electricity demand of the user/customer. Since

the power system operates with no significant grid-size storage, thus no electrical

energy buffer, the generation must match the load demand including network losses

at all times. Keeping the power system balanced requires good load forecasting,

dispatchable generation, and generation reserves for sufficient flexibility.

2. The second objective is to provide quality power. The power quality involves the

voltage, frequency, and the waveform. The waveform must resemble a sine wave as

close as possible. The frequency and voltage magnitude must remain within a narrow

and pre-defined range. The power system components, protection devices, and loads

depends on good power quality for proper operation and to avoid premature failure

and damage.

3. The third operational objective of the power system is to be reliable. Although the

power system is complex, it is very simple to use (plug and play). Power system

reliability depends on component quality, backup systems, and stable operation.

With a stable system the network components operate within their designed regions,

meaning proper operation and predictable behavior and life-span.

Since the start of commercial electricity generation, the synchronous machine formed the

”heart” of the power system [2]. Working as a generator, the rotor’s rotation speed dictates

the frequency of the electrical power output [4] [5]. When the synchronous machine is

used as a motor the electrical frequency dictates the rotation speed of the rotor [5].
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The power systems of the world are in the process of being ”re-invented”. The changes are

driven mainly by climate change, environmental and resource sustainability concerns [6]

[7] [8]. The old power system undergoes a rapid change of ”heart”, to transition towards

the power system of the future. In other words, the traditional synchronous generator

makes way for inverter-based generation [7] [8]. Variable RES generation interfaces with

the power system through inverter systems, which converts the generation source’s vari-

able frequency to the power system’s fixed frequency. This is true for wind and solar

power, which are the fastest growing sources of renewable energy [9].

Maintaining the power system frequency within a narrow range, is a requirement for sta-

ble operation of power systems. An imbalance between generation and load results in

frequency excursions away from nominal operating frequency (e.g 50 Hz in South Africa)

[10]. To obtain sufficient control over the system frequency there must be adequate con-

trol over the generation output, in order for the generation to match the system load at

all times [1] [2] [11]. When generation exceeds the net power consumed (including system

losses), then the system frequency will increase. The opposite is true when the generation

is insufficient for the system load [4] [11] [12]. Since the power system does not operate

with any grid-size energy storage, there is no large-scale energy buffer to compensate

for a generation/load imbalance [2]. This means that the total feed-in power minus the

total load consumed must be kept close to zero, since an imbalance results in frequency

deviation [10] [13]. It is important to keep deviations from the nominal frequency small,

since damaging vibrations in machines occur for large deviations and may lead to load

shedding. The frequency excursion can influence the whole power system, ending in fault

cascades and blackouts in the worst-case scenario.

Traditionally, power systems are operated with dispatchable, i.e. controllable large syn-

chronous generators that is reliably supplied with fuel (such as thermal or hydro power

plants to generate electricity). The synchronous machine operates with strong coupling

between mechanical and electrical dynamics. As a result, the stored kinetic energy in the

rotor’s rotating mass inherently provides inertia to the power system [4] [5] [8]. During

a disturbance on the power system, which causes an imbalance between generation and

load, the inertia slows down the frequency dynamics and thus, allow the governors and

additional auxiliary services some time to activate and respond to the change in system

frequency. Slower frequency dynamics is easier to control and thus, more desirable for

system stability. This means that synchronous machines provide transient frequency sta-

bility to the power system, which is an important property for frequency stability and

serves a vital role in reliable system operation [11] [12].
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The world is in the middle of a transition in the power generation sector, which offers

various opportunities while also introducing new and different operational issues and

challenges [6]. The rate at which inverter-based renewable energy is being integrated

into power systems is rapidly increasing, with wind and solar photo-voltaic (PV) being

the front runners [9] [14] [15]. Integration of these variable renewable energy (VRE)

sources increases the power injected into the power system without increasing the sys-

tem’s rotational inertia [12] [13]. This has implications for frequency dynamics and power

system stability, reliability and operation. With inverter-based generation threatening to

overtake the dominance of synchronous machine generation [11] [12] [14], the power sys-

tem faces new challenges in stability, control, reliability, power quality, and ultimately in

meeting load demand. The increasing share of inverter-based generation means that the

power system inertia is not growing with increased generation capacity, and with decom-

missioning synchronous machine power plants the system inertia decreases [11] [12] [14].

The assumption that a power system has sufficiently high inertia for transient frequency

stability, then becomes invalid for power systems with high shares of inverter-based RES

generation [12] [14].

A low quantity of system inertia is detrimental to the power system’s frequency stability,

since low inertia means fast frequency dynamics and increased difficulty to control [8] [12].

The power system becomes much more sensitive to generation/load imbalance, causing

higher rate of change of frequency (RoCoF). This leads to situations in which traditional

frequency control methods become too slow compared to the disturbance dynamics time-

scales, thus unable to prevent large frequency deviations and the resulting consequences.

Since renewable power plants (RPP) are allowed to disconnect from the power system

network for high RoCoF and low frequency nadirs [16], means the sudden loss of genera-

tion can create a cascade effect of generation/load imbalance, and ultimately result in a

system blackout if the power system is unable to stabilise and recover fast enough.

In the power system of the future, where inverters are the new workhorse of the power

system, new problems arise in terms of operational objectives. The problems that are

presented needs to be addressed in order to maintain the objectives of the power system.

This thesis looks at virtual inertia as a way to combat the decline in system inertia

and optimising the allocation of virtual inertia for maximum system robustness against

generation/load imbalance disturbances. Sled-dogs as shown in figure 1.1a [17] can be

used as an analogy for the power system. Each dog represents a synchronous machine

generator, with the towlines representing the transmission lines connecting the generators

to the loads, where the sled and musher represent the power system load in this analogy.

What is interesting about the setup is that every dog plays a different role in pulling the
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sled according to their position. Figure 1.1b [18] illustrates the different positions for the

dogs.

(a) Sled dogs with musher. (b) Sled dog positions.

The Lead dog(s) leads the team, sets the pace and keeps the other dogs on the trail, by

reacting to the musher’s commands. The Swing dogs are responsible for keeping the team

in formation when moving around corners. The Team dogs are the brawn of the team,

pulling the sled and maintaining the speed. Lastly there are the Wheel dogs, these are the

strongest and largest dogs since they are the first to take on the weight of the load being

pulled, especially during starts and climbs. It is not uncommon for mushers to switch

their dogs’ positions during a race according to different weather and track conditions [18].

The lead dog in this analogy represents the reference synchronous machine, which sets

the system frequency to which every other generator must conform to. The Swing dogs

represents the ancillary generators used temporarily for compensating a generation/load

imbalance after a disturbance on the system. The Team dogs represent all the other power

stations which provides generation to match the load. Lastly the Wheel dogs represent

the largest synchronous generators with large amounts of inertia.

Like the mushers, who switches dogs’ positions for different conditions to achieve max-

imum results, so the power system can be optimally configured using virtual inertia for

maximum robustness against generation/load imbalance disturbances. This concept of

improving the power system’s robustness based on optimal placement of virtual inertia

will be simulated on the model of the Western Transmission network of the Eskom power

system. The knowledge gained from this work will help understand the impact of in-

creasing renewable energy penetration into the Eskom power system, which in turn will

help with planning and control, to ensure reliable operation and maintain system stability

during times of low system inertia.
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1.1 Problem Statement

1.1 Problem Statement

South Africa (SA) has the most favourable conditions for wind and solar power generation,

yet SA is still strongly depended on its coal reserves for electricity. Due to climate change

and environmental concerns, pressure is placed on governments to reduce their carbon

footprint, to reduce their negative environmental impact and thus, focus on sustainable

energy sources [19] [20].

Considering the amount of renewable energy resources of SA, it is well behind in the

world with RES integration. The planned future RES generation share is the same as the

European Union’s current RES share. However, the SA power system faces additional

challenges for large-scale RES integration, such as lack of support from neighbouring

countries.

Large scale renewable energy (wind and solar PV) integration is very likely to be present

in the near future. This technology is disrupting the way the power system operates. This

transition comes with a number of technical challenges, which requires significant changes

in a wide range of control and operational procedures.

The following main research questions that are set and of interest to be answered are:

• What is the impact of high share inverter-based generation on the power system’s

frequency stability?

• How can RES contribute to power system stability?

• What should be considered in network planning for large-scale integration of inverter-

based RES considering power system frequency stability?

1.2 Research Objectives

The research focus is toward power system simulation, more specifically how large-scale

penetration of inverter-based renewable energy sources effects the stability of the power

system. Not only is RES generation intermittent, but they also don’t contribute to system

reserves and to the power system’s inertia.

Since solar PV and wind power are injected through power electronic devices, called

inverters, the power system does not gain rotational inertia with increased generation ca-

pacity, as in the case of synchronous generators. Synchronous machines naturally provide

inertia to the power system, but with old generators being replaced by inverter-based
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1.3 Research Tasks

RES the system inertia will become endangered.

The list of research objectives are as follow:

1. The first objective is to find the impact of large-scale inverter-based RES on power

system frequency stability. The implications of low rotational inertia on power

system stability need to be identified and studied to understand the challenges

that needs to be addressed to maintain system stability and meet the operational

objectives.

2. The second objective is to investigate virtual inertia for inverter-based RES to help

mitigate the decline in system inertia, due to the replacement and share decrease of

synchronous machine generation in the generation mix. The research then focuses

on the control of the power feed-in from renewable sources to provide virtual inertia

to assist in stabilising the frequency. Using RES to emulate the inertial response

of synchronous generators is important for large-scale integration of RES to help

maintain system frequency stability. This study will entail creating dynamic models

of the renewable energy sources. These models will then be integrated into the power

system model, after which the control strategies will be simulated to obtain results

for analysis.

3. From the perspective of the power system network, distributed generation such

as, dispersed renewable energy generation operates differently from traditional cen-

tralised power generation plants. The objective is to see if distributed generation,

which is intrinsic to RES generation, can be beneficial to the system frequency sta-

bility, by utilising distributed RES power plants to optimise the use and location of

system inertia for improved frequency stability.

1.3 Research Tasks

With increasing renewable power integration, there is a rise in interest to investigate the

impact of large-scale integration of RES on power system stability and control. Based

on the main research objectives the following research tasks are set in order to find the

answers.

1. Understand and clearly state the importance of power system stability.

2. Review and present the role of system inertia in power system stability.

3. Identify the drivers of the decline in system inertia.

4. Find the impact and control challenges of a low inertia power system.

6



1.4 Thesis Overview

5. Create control strategies for wind and solar PV to emulate the inertial response for

low inertia power systems.

6. Optimise the use of virtual inertia for the Western TX of Eskom considering a trip

at Koeberg nuclear power plant as a case study.

In order to complete these tasks, dynamic power system models will be created to en-

able the investigation of system frequency stability, while new control strategies will be

proposed for the use of inverter connected sources to assist with inertia in the power

system. The optimisation of virtual inertia placement using cost-function minimisation

requires translating the single-line diagram model of the power system to state-space

domain. The state-space domain also allows for modeling governors and virtual inertia

controllers. With the state-space models an augmented model can be created and used

in the formulation of a cost-function.

1.4 Thesis Overview

The rest of the thesis is structured as follows:

• Chapter 2: The theme of this chapter is renewable energy integration. First an

introduction is given on the current state of renewable energy integration is then

presented. It introduces the renewable energy integration in the European Union

and compares the European power system to the South African power system in

terms of ability to safely integrate large-scale of renewable energy. From this com-

parison, important factors are highlighted, which should be taken into consideration

for large-scale integration of renewable energy generation into the South African

power system to maintain system stability. A review is then given on power system

stability in terms of the three pillars: rotor-, voltage- and frequency stability. This

background information introduces the different main categories in which large-scale

renewable energy integration can affect the operation and stability of the power sys-

tem. The focus is then placed on the South African power system. The renewable

energy integration plan for South Africa is presented and the current and future

generation mix for South Africa is discussed. The challenges of increased variable

generation on power system operation is then presented. The grid code compliance

for renewable power plants is reviewed to find the current requirements for mitigat-

ing some of the integration and operational challenges that come with renewable

energy integration. The use of wind, solar PV power, and the current available

energy storage systems are then discussed in terms of providing control, flexibility

and stability support to large-scale power systems.
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• Chapter 3: This chapter looks at the implementation of virtual inertia using inverter-

based renewable energy generation. An introduction to what inertia is and how it

is utilised in power systems is given. The synchronous machine, which is the source

of the inertia is then discussed with the focus on the rotor and frequency dynamics.

The positive impact of inertia on frequency stability is then presented. The en-

dangerment of inertia is then evaluated due to inverter-based generation replacing

synchronous machine generation shares in the generation mix. With the emphasis

on low amount of system inertia, the concept inertia location on stability perfor-

mance is introduced. Virtual inertial is then introduced to as a method to mitigate

the decline in system inertia and for the use of inertia placement. A review is given

on inverter control schemes for emulating the inertial response of a synchronous gen-

erator. The section is split in two subsections, wind and solar PV generation. The

different types of wind turbine generators are presented and discussed. Virtual in-

ertia implementations for wind power generation is reviewed, virtual inertia control

and simulation models are created, and the simulation results are presented. The

second section focuses on solar PV plants. A basic PV setup is presented, followed

by a review on virtual inertia implementations for PV plants. Lastly, virtual inertia

control and simulation models are created, and the simulation results are presented.

• Chapter 4: In this chapter the method used for optimal allocation of virtual inertia is

presented and discussed. The single-line diagram is converted to a state-space model

with the use of linearisation and graph theory. The cost-function is derived and a

5-bus network was used to prototype the optimisation. After the 5-bus network’s

optimisation results were obtained, scripts in Python and Matlab were developed to

perform a case-study on the western TX of Eskom. The results for optimal virtual

inertia placement considering a trip at Koeberg power plant is then presented and

discussed.

• Chapter 5: This chapter presents the conclusions drawn by the work done in this

thesis. The impact of high RES share on power system stability is concluded, with

the focus on transient stability due to the decline of rotational inertia and the

optimal allocation of virtual inertia is discussed.
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Chapter 2

Renewable Energy Integration

The European Union (EU) power system is a world leader in large-scale RES integra-

tion. The EU-28 reached a 16% share of RES into the generation mix in the year 2014

and is currently on track towards their goal of 20% in the year 2020. According to the

European Commission’s renewable energy progress report [9], large interest and focus is

directed towards renewable energy innovation and is responsible for 30% of global patents.

The development of wind power has accelerated significantly in recent years. Over the pe-

riod 2004 - 2015, the deployment of wind power generation has more than quadrupled, and

currently accounts for one third of renewable electricity. Hydro power still contributes the

largest share in RES generation, however since 2004 the share of hydro power has seen a

decline from 74% to 38% by the year 2015. This means that soon wind power generation

will take the lead in renewable energy generation. The largest contributions with on-

shore wind power comes from Germany and Spain. Sweden, Germany, Denmark and the

United Kingdom are the four largest contributers in regard to offshore wind generation [9].

A report on the German power system (which has significant interconnection capacity

with neighboring EU members), states that in 2012, Germany had 21.3 GW of available

interconnection capacity, a high level compared with an annual peak demand of 83.1 GW.

In 2014, lignite and hard coal was responsible for about 44% of Germany’s electricity gen-

eration. Germany wants to phase out nuclear power, which accounts for 16% of their

power production, by the year 2022. This will leave a gap and make way for a RES share

increase in their generation mix, which has already accounted for more than 25% of all

generation in 2014. Germany shares connections with Austria, Switzerland, the Czech

Republic, Denmark, France, Luxembourg, the Netherlands, Poland, and Sweden [21].

Comparing the South African (Eskom) power system to that of the EU. The European

power system has significant interconnections between neighboring EU member states,

meaning that member states have the luxury to depend on each other for system balancing,
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2.1 Power System Stability

reliability and system stability. South Africa does not have the luxury of neighboring

countries to rely on for generation support, instead the neighboring countries depend on

the South African power system for their energy security. For the ingratiation of RES,

it is crucial for the South African power system to maintain and improve its system’s

stability.

2.1 Power System Stability

The authors of [22] define power system stability as the ability of the system, given an

initial state, to regain a state of equilibrium after being subjected to a physical distur-

bance, with the state-variable being bounded and the system practically operational.

Power system stability is classified in three categories namely, angle, voltage, and fre-

quency stability. The classification, however, does not mean that the instability events

occur independently and in isolation. For example a large frequency deviation may cause

large rotor angle excursions, which in return changes the power-flow and with it the

voltage magnitudes.

2.1.1 Rotor Angle Stability

Rotor angle stability is the ability of all synchronous machines (generators and motors)

in the network to maintain synchronism after a disturbance. When a disturbance causes

an imbalance between the input and output torques, the rotors of the machines will ac-

celerate in the direction of the net torque, meaning the rotation speed can increase or

decrease. Angular swings occur due to instability resulting in the loss of synchronism.

Stability therefore depends on the ability to maintain equilibrium between mechanical

and electromagnetic torque of the synchronous machines. Rotor angle stability is divided

into two categories according to the size of the disturbance rejection. The first category is

termed, small-disturbance stability and the second is known as large-disturbance stability

[4] [23].

Small-disturbance stability is the ability to maintain synchronism during a small distur-

bance. A disturbance is considered small when linearisation of the power system, which

is non-linear, is permissible for analysis. Sudden changes like a step change in a small

load, tripping of a small generator, or loss of a transmission line are examples of small

disturbances. For this analysis the time-scale of this study is around 10 to 20 seconds.

Large-disturbance stability is the ability to maintain synchronism during large and severe

disturbances. For large disturbances the synchronous machine rotor experiences large
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2.1 Power System Stability

angle excursions. Due to the large angle swings the linearisation of the power system (a

non-linear system) is not permissible anymore for analysis. Examples of large disturbances

include, sudden change in a large load, loss of a transmission line, or the trip of a large

generation plant. The time-scale of interest for this study range from 0.1 to 10 seconds.

2.1.2 Voltage Stability

Voltage stability is the ability of the power system to maintain steady voltages at every

bus, following a disturbance on the network [23]. The main factors responsible for placing

voltage stability at risk are heavy loading, network faults or lack of reactive power[4].

Voltage instability results in continuous increase or decrease in voltage at the local buses.

Large scale voltage instability leads to voltage collapse and ultimately to a system wide

blackout.

The most commonly used method for voltage stability analysis is the power versus voltage

(P-V) curve method, see figure (2.1), also known as the nose curve.

Figure 2.1: Power versus voltage (P-V) curve method.

The P-V curve in figure (2.1) shows two voltage operating regions for a given active load,

except at the nose of the curve, which is known as the critical point or maximum loading

point. Exceeding the critical point means that there is no intersection between the load

and the P-V characteristics, and thus, indicates voltage instability. Disturbances such

as loss of a transmission line causes an increase in the equivalent reactance, or the trip
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of a generator reduces the maximum loading point. If the post-disturbance P-V curve’s

maximum loading point is less than the load (assuming the load is relatively unchanged),

the bus will enter voltage instability. Thus, it is important not to operate close to the

maximum loading point and leave margin for a disturbance event [23] [24].

The red line indicates operating points with low voltage and high current. The green

line represents operating points with high voltage and low current, which is more energy

efficient. When operating in the green region, with a change in active power the voltage

remains relatively steady compared to the red region. Analyzing the red region, it is

seen that as the load increases the voltage increases as well, this however, is not possible.

Therefore, power systems operate in the upper stable region of the P-V curve [24].

A shortage of reactive power is typically associated with voltage collapse, in other words,

voltage instability occur when the injected reactive power does not match the load re-

quirement. A system is said to be voltage stable if the voltage increases with an increase

in reactive power injection (positive Q-V sensitive) for each bus in the power system. A

power system is voltage unstable when the voltage decreases for an increase in reactive

power injection for at least one bus, thus negative Q-V sensitive. By injecting more reac-

tive power, the nose of the P-V curve extends and thus, makes it possible to operate at

higher power without losing voltage stability or to improve the stability margin. The op-

posite is true for a lagging power factor which decreases the active power limit. Reactive

power is thus, useful for voltage control and stability [24].

2.1.3 Frequency Stability

Frequency stability is the ability of the power system to maintain nominal frequency after

a disturbance on the system results in a generation/load imbalance [23]. The synchronous

generator is the heart of the power system. The power system is designed around the

synchronous machine operation. Since the power system does not operate with significant

energy storage, and due to the strong coupling between the mechanical dynamics and the

electrical dynamics of the synchronous machine, the electrical frequency serves as primary

indicator of the generation and load balance. If the generation exceeds load demand the

synchronous generator will speed up and in turn increase the power systems frequency.

The opposite is true when the load demand exceeds the amount generated, which results

in a decline in the system’s frequency. The network components (e.g. generators, trans-

formers, transmission lines, loads, etc.) are designed for the network frequency of 50 Hz.

Circuit breakers activate when the frequency deviate outside a predefined range in order

to protect the network components. This can lead to restricted power flow and gener-

ation resulting in further generation and load imbalance, and thus, increased frequency
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2.1 Power System Stability

deviation and ultimately to a system blackout. It is of high importance that the power

system is frequency stable to ensure reliable operation.

2.1.4 Power-Flow

The power-flow between two sources connected by an inductive reactance and neglecting

resistance is as follow [4]:

Figure 2.2: 2-bus power-flow.

P1,2 =
V1V2

X1,2

sin(δ1 − δ2) (2.1)

Q1,2 =
V 2

1 − V1V2 cos(δ1 − δ2)

X1,2

(2.2)

The real or active power transfer is denoted by P1,2, where the power is transfered from

bus 1 to bus 2. The reactive power flow between the two buses is denoted by Q1,2. The

voltages at the two buses are denoted by V1 and V2 with their respective angles δ1 and

δ2, respectively. The voltage at each bus in the power system must operate significantly

close to the nominal value i.e. at 1 per-unit. This means, from equation (2.1) the active

power transfer is controlled by the angle difference between the two buses. There is thus,

a link between rotor angle stability and active/real power flow.

Voltage stability and control is linked mainly with reactive power flow. Reactive power

flow is mainly determined by voltage difference between connected buses, where the flow

is from the bus with higher voltage to the bus with the lower voltage. The amount of

power is mainly depended on the voltage magnitudes, as seen in equation (2.2). Reactive

power does not travel far as this would require a large voltage gradient, thus reactive

power is produced and consumed locally.
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2.2 Renewable Energy Source (RES) integration plan

2.2 Renewable Energy Source (RES) integration plan

The power system stability as discussed in the previous section is placed in danger with

an increase in RES integration, which has a negative effect on the basic operation, net-

work infrastructure and stability of the power system. This is due to the wide-spread

distribution and the change in the type of generation in the new power plants. The fol-

lowing section looks at the generation mix for South Africa in the year 2017. The planned

RES integration capacity for the future (the year 2027) is presented, and the effect RES

will have on the generation mix and footprint, i.e. moving from central to distributed

generation, is discussed, for the South African power system.

The installed generation capacity in South Africa for the year 2017 summed to 48.3 GW.

From the total generation capacity 7.3% is variable generation (see figure 2.3). Wind

has a 2.9% share in the total generation mix and constitutes 42.2% towards the variable

generation. Solar PV is the other major source of variable generation, which is responsible

for 3.2% of the total generation mix, and has a 47.7% share in the variable generation

mix. Concentrated Solar Power (CSP) forms the third largest source (19.17%) of variable

RES generation [19].

Figure 2.3: Generation share mix of 2017 [GW] [19].

For the year 2017 the total approved capacity of Independent Power Producer (IPP)

projects was 8269 MW. A total of 36 wind projects were approved with a total capacity

of 3382.6 MW. Solar PV has 53 approved projects with a combined capacity of about

2435.5 MW. Together with the approved 500 MW CSP distributed over 6 projects, the
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2.2 Renewable Energy Source (RES) integration plan

variable generation mix has a 76.4% share in the approved IPP projects [19]. To enable

this integration will require extensive network development and upgrades.

Figure 2.4: Generation share mix of the future (2017) [GW] [19].

The future (2027) generation mix is shown in figure 2.4. The expected installed generation

capacity is estimated to be 74 GW. The share of variable generation would increase from

7.3% to 20.8%. Wind contributes 10.6% to the total generation mix and is responsible for

50.8% of the variable generation. The presence of solar PV would also increase from 3.2%

to 7.7% of the total generation and contribute 37% to the variable generation mix. The

remaining shares of variable generation consists of CSP (6.8%) and other RES sources

(5.4%) [19].

Since coal has an overwhelming majority (76.7%) share in the generation mix, the dom-

inant generation pool is located in the north-eastern part of South Africa, as shown in

figure 2.5 [19], where the coal is mined. In order to accommodate the future power

system’s high share of RES generation mix, the transmission infrastructure planning re-

quires spatial information about the new generation footprint. This information includes

the type and size of the generation plant, and specifically the location. Figure 2.6 [19]

illustrates the change in the generation footprint for the future power system.
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2.2 Renewable Energy Source (RES) integration plan

Figure 2.5: Current Generation Footprint [19].

Figure 2.6: Future Generation Footprint [19].
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2.3 Impact On Power System Operation

A report on wind and solar PV aggregation for South Africa [20] founded that South

Africa is so rich with solar and wind energy sources that it is possible to generate more

electricity than what is needed using the designated zones for RES development. The ben-

efit of wide distributed wind turbines has a strong aggregation effect, meaning reduced

feed-in fluctuations and significant reduced forecast errors. According to [20], around

20 to 30% RES share does not significantly increase the short-term (15 min) ramps in

the presence of a balanced combination of solar PV and wind, which creates a strong

complementary effect in terms of generation time, i.e. when solar PV generation is at its

lowest the wind generation is high, and vice-versa. This is beneficial for the enabling and

integration of these sources of generation.

The annual power system electricity demand for South Africa (domestic and export) was

between 250.2 TWh and 234.6 TWh in the period 2014 to 2017. With the maximum power

consumption at around 34 GW [25]. A grid-focused wind turbine distribution scenario is

proposed by [20], where the objective is to determine locations close to the sub-stations,

which will operate with high load factors (0.4 minimum). The maximum distance from

the sub-stations is 13 km. Wind Atlas for South Africa (WASA) data was used to generate

time series of the electricity generation and is aggregated for the distribution scenario [20].

By using the assumption of 0.1 km2/MW, the grid-focused distribution requires 6796 km2

to generate 250 TWh using 67.7 GW installed capacity, where South Africa needs about

250.2 TWh a year. The total area of the Renewable Energy Development Zones (REDZ) is

80530 km2, the grid-focused distribution only requires 8.44% of the available space. This

means only 0.6% of South Africa’s land area needs to be utilised to supply the electricity

demand of South Africa [26].

2.3 Impact On Power System Operation

The power system load varies during the day and across the year. It is the responsibility

of the system operator to dispatch power plants accordingly to match the varying load.

Power plants have operational constraints, which includes: minimum start-up time, ramp-

rate limit, and minimum generation level for stable operation. These constraints are also

tied to financial costs. Due to the constraints, conventional power plants must be setup

well in advance. This involves predicting the system load and dispatch the power plants

through an optimisation process to minimise costs, while matching the load demand.

Predicting the load, a day-ahead is important for planning power plant dispatch. How-

ever, there are intrinsic errors in any prediction due to uncertainty, thus a power reserve

is required to compensate for the error between the predicted and the actual load. This

power reserve is known as the balance reserve, since it compensates for the error between
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the predicted and the actual load [27].

Balancing reserve comes from conventional and dispatchable generation plants, such as

thermal power plants. Balancing/operating reserve is categorised based on the response

time. The operating reserve is categorised as follow [27]:

1. Instantaneous Reserve: This is automatically activated and controlled by the gov-

ernors, which takes between 2 - 10 seconds to activate.

2. Regulating Reserve: This is activated by Automatic Generation Control (AGC).

This takes about 10 seconds to activate and 10 minutes to completely deploy.

3. 10-Minute Reserve: The System Operator manually activates this reserve and it

takes up to 10 minutes to become available.

4. Emergency Reserve: This is the same as for the 10-Minute-Reserve, however, this

is utilised less frequently.

The integration of variable renewable energy (VRE) sources (e.g. wind and solar PV)

introduces additional variability to the power system. VRE and load is similar in that

both change over time and cannot be scheduled but only predicted. In terms of generation

and load balancing the difference between VRE and load is the sign, VRE can be seen as

negative load. Residual load is the system load minus the power generated by VRE [27]:

Pres = Pload − Pvre (2.3)

Where Pres, Pload, and Pvre are the residual load, total system load, and the VRE gener-

ation respectively. By incorporating the predicted VRE with the predicted load, means

that the conventional generation is dispatched on the basis of the predicted residual load

and not the actual load. Flexibility is thus, required due to the fact that generation and

load demand varies independently over time. This means that power plants must adapt

their power output to the demand, in order to keep the generation/load balanced. A

power system with significant share of VRE generation needs conventional dispatchable

power plants to provide flexibility to the system. This is evident in the duck curve effect.

2.3.1 Duck curve effect

An negative impact of variable RES on the power system is over generation. Over gen-

eration leads to an excess of energy in the system, which are absorbed by synchronous

generators, speeding them up and thus, increases the system’s frequency. Generation/load

balance is accomplished with conventional and dispatchable generation plants. Conven-

tional generation is dispatched according to the residual load.
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Figure 2.7, modified from [28], presents a graph of the total system load of the state of

California, the wind and solar PV power feed-in, and the residual load. The shape of

the residual load resembles the silhouette of a duck, where the early morning demand

represents the ”tail”, the middle of the day forms the ”belly”, and the evening peak is the

”head” of the duck. The duck’s ”belly” is shaped due to the generation pattern of solar

PV during the day. With the increase in solar PV installations and power system feed-in

the belly of the duck grows, meaning more conventional generation is displaced by VRE

sources and less dispatchable generation is online.

Figure 2.7: Residual load duck-curve shape [28].

Over generation occurs when the amount of dispatchable power cannot be reduced any

further for the accommodation of VRE feed-in. The growth of the belly is accompanied by

increased ramp rates of conventional generation plants, since peak demands occurs right

before and after solar PV generation. The system operators is paying significant attention

to this dark curve signal, since new operational techniques and strategies are required to

operate with the change in dispatch profile while maintaining system stability at all times.

With the previously mentioned constraints of dispatchable power in mind, the solution is

to use curtailment on the VRE plants. Wind power generation is curtailed by changing
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the blade pitch angle to decrease the energy captured from the wind. Solar PV is cur-

tailed be reducing the inverter power output, or disconnecting from the power system.

Curtailment is a relative simple to implement solution, however it is economically and

environmentally undesirable. With every energy unit not fed in to the power system the

RES plant does not make money. The increase in RES integration will lead to increased

curtailment and thus making it non-viable to integrate more VRE plants.

Power system flexibility is the limiting factor for large-scale integration of VRE. To ac-

commodate more VRE, increase in flexibility is required. To flatten the duck requires

all approaches that increases the flexibility of the power system. This includes designing

units for more frequent cycling, shorter times for startup and shutdown, and improve VRE

forecasts. VRE should also provide operating reserves and system frequency stabilisation

ancillary services. These applications reduce the total minimum generation requirement,

and thus increased the margin for VRE feed-in and growth in the belly shape.

To accommodate for large-scale increase of VRE RES will require understanding the

change in residual load shape. System planners must adjust operations which was his-

torically driven by dispatchable thermal and hydro power plants. Non-conventional gen-

eration sources will need to provide operational reserves and frequency stability. In the

future system operators will need visibility and control of distributed PV, storage, and

load for continuous stable operation [28].

2.3.2 Impact of VRE sources on balancing reserve

A study on the South African power system flexibility [27] investigated the impact of VRE

on the error in day-ahead prediction and the actual generation. The predicted installed

capacity for the year 2020 is estimated to be 4.2 GW of wind and 2.8 GW of utility-scale

PV integration. These VRE sources increases the day-ahead prediction errors with about

9%. With the addition of 10 GW of rooftop PV the error increases by 13%. The reserve

power required for balancing the variability of residual load ranges from 1541 MW to

1730MW, which is less than for the worst-case contingency event (2166 MW). Thus, the

increase in VRE has no impact on the Operating Reserve, since the worst-case contin-

gency dominates over the variability.

The impact of VRE on the error between the day-ahead prediction and the actual gen-

eration for the year 2030 was also investigated [27]. The integration of wind accumulates

to 11.1 GW, and a total of 7.4 GW of utility-scale PV capacity. This increase in VRE,

increases the prediction error with 25%, and with the addition of 20 GW of rooftop PV

the predicted error increases with a further 10%, thus a total increase of 35% in error.
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The integration of 11.1 GW wind and 7.4 GW solar PV does not impact the required

operating reserve, since the worst-case contingency criteria still dominates the variability

component of the operating reserve. The variability component of the operating reserve

starts to dominate the worst-case contingency criteria with the addition of 10 GW or more

of rooftop PV. The added 10 GW rooftop PV would require a 10% increase in operating

reserve, and 32% for 20 GW rooftop PV [27]. In both cases wind is contributing more to

the prediction error and thus, to the variability reserve required.

2.3.3 Frequency response due to power imbalance

Traditionally the power system network depends on heavy synchronous generators fueled

with fossil fuel to generate power. The generator’s rotating frequency is directly coupled

with the power system’s electrical frequency and thus, a disturbance on the power system

network will have an influence on the synchronous generator’s rotor [4] [5].

The system frequency serves as primary indicator for the power balance between the total

generation and the total load in the power system [29]. When a generation/load imbalance

disturbance event occurs, the synchronous generator will inject or absorb kinetic energy

into or from the power system to counteract the imbalance and thus, the frequency change

[30]. Consider the steady-state system frequency at the reference value (50 Hz for South

Africa). When an excess of power is generated compared to the total load demand, then

all the synchronous generators will start to accelerate in the direction of the mechanical

input torque, since the electrical torque on the generator decreases. This leads to an

increase in the system frequency, thus the frequency becomes higher than the reference

frequency. The opposite is true for when the system frequency decreases or drops below

the reference frequency, meaning the load demand exceeds the generation. Figure (2.8)

modified from [15], presents a typical network frequency response to a disturbance such

as loss of a generator, or load step increase.

The initial declining slope, as seen from figure (2.8), is determined by the system iner-

tia and the power imbalance disturbance magnitude. This frequency response period is

known as the transient response or the inertial response of the power system. When the

system is in a state of low inertia the slope is steeper, thus the rate of change in frequency

(RoCoF) is higher. The opposite is true for a system with high inertia, resulting in a

more gradual slope and thus, will have a smaller RoCoF.

The lowest point is called the frequency nadir, which is the largest deviation point. Devia-

tions from nominal value should be kept as small as possible, since synchronous machines
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experience damaging vibrations, protection devices become activated, and islanding oc-

cur for larger deviations. This can influence the whole power system, and in the worst

scenario ending in fault cascades resulting in a system wide blackout [14].

Figure 2.8: Inertial, primary, and secondary frequency control responses.

During the inertial response phase, the primary frequency control activates, which re-

sponds in a few seconds after the disturbance. The primary frequency control stabilises

the frequency at a new equilibrium point, preferably within a desired range of the nomi-

nal frequency. The primary control consists of speed controllers known as governors, and

frequency dependent loads. Governors regulate the speed of the synchronous generators

by adjusting the energy input into the prime mover, which turns the generator. The

response is automatic and not connected to a central system controller, meaning that

the governor reacts on local frequency changes only. Frequency dependent loads such as

motors without variable speed drives contribute a significant share to primary frequency

response, however the response is unpredictable as well as uncontrollable.

Secondary frequency control takes over after the primary control has stabilised the fre-

quency. Secondary control adjusts the power output set points of the power stations, with

the aim to correct the imbalance that is responsible for the original frequency deviation,

and restore the frequency back to nominal value as well as restoring the primary frequency

response capability. The secondary frequency control can be manual or automated from

a central control dispatch system, known as Automatic Generation Control (AGC).
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2.3.4 Grid code compliance for Renewable Power Plants

The South African Grid Code Compliance for Renewable Power Plants version 2.9 (July

2016)[16] makes provision for frequency response control for RPPs. The grid code states

that RPPs should be designed such that it will provide mandatory active power reduction

during high power system frequency, in order to stabilise the system.

According to the grid code, when the system frequency exceeds 50.5 Hz, the RPP shall

reduce the active power as a function of the frequency as illustrated in figure (2.9) [16].

Figure 2.9: Power curtailment during over-frequency for RPPs (version 2.9) [16].

When the power system frequency surpasses 51.5 Hz for more than 4 seconds the RPP

shall be disconnected from the power system. From figure (2.9) it is clear that during low

system frequency (f < 50 Hz) the RPPs are required to produce 100% of their available

power. There is thus, no reserve power left to stabilise the drop in frequency during low

frequency events. Synchronous generators provide inertial response to combat the drop in

frequency, thus providing additional power from the stored kinetic energy in the rotating

masses. With RES replacing synchronous generators, it is then required of RES to par-

ticipate in the inertial response for low frequency events, in order to combat the decline

in online synchronous generators

Since RPPs don’t contribute to the inertial response, the grid code for RPPs specifies a

power-frequency response curve for RPPs, excluding solar PV plants, of category C (20

MVA or higher) as illustrated in figure (2.10) [16]. The grid code specifies that the RPP
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must be designed with the capability of providing a power reserve, PDelta, of not less than

3% of the available power, Pavailable,

Figure 2.10: Frequency response requirement for RPPs of category C (version 2.9) [16].

Table 2.1: Frequency Default Settings [16]

Parameter Magnitude (Hz)

fmin 47

fmax 52

f1 As agreed with system operator

f2 As agreed with system operator

f3 As agreed with system operator

f4 50.5

f5 51.5

f6 50.2

where PDelta is the amount of reduced active power output, in order to provide reserves

for the purpose of frequency stabilisation. This reserve power can function as the inertial
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response (similar to a synchronous generator) during a low frequency event. The curtailed

output means that the RPPs are not injecting their maximum available power into the

power system network, which is financially undesirable for the RPP, since their income is

linked to there generation output.

The provisions made by the grid code only addresses the primary frequency control, and

leaves the inertial response from RPPs untouched. The problem of declining inertia still

needs to be addressed to ensure the system is sufficiently stable for transient dynamics.

2.4 South Australia Blackout of 2016

On Wednesday 28 September 2016, South Australia experienced a blackout across the

state, leaving 850 000 customers without electricity, according to the Australian Energy

Market Operator (AEMO) [31]. On the day of the blackout two tornadoes, with wind

speeds ranging from 190 - 260 km/h, damaged two 275 kV transmission lines. The damage

caused the transmission lines to trip, resulting in a sequence of faults over a period of

two minutes around the time 16:16 [31]. The fault disturbances on the power system

networked activated the protection features of the wind farms. According to AEMO [31],

nine wind farms in South Australia reduced their output as a result, with a total of 456

MW in reduced generation, which is a 25% of the load demand, lost in generation, in less

than seven seconds. The generation mix of South Australia prior to the disturbance is

presented in a pie-chart graph in figure 2.11 [31].

Figure 2.11: South Australia’s generation mix prior to the disturbance [31].
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The total load demand for South Australia summed up to 1826 MW. The demand is met

with 34% thermal generation, which uses conventional synchronous generators, 48% of

the load demand is met with wind power, and the Heywood interconnection with neigh-

boring state, Victoria, supplementing the remaining 18% of the load demand requirement.

The reduced wind power feed-in resulted in significant power-flow through the Victoria-

South Australia Heywood interconnection. The interconnection experienced such a large

and sudden increase in power-flow that a special protection scheme was automatically

deployed, which tripped the interconnection offline. This happened all within 700 mil-

liseconds after the power reduction of the wind farms.

With South Australia separated (”islanded”) from the National Electricity Market (NEM),

the remaining generation was insufficient for the load, thus the frequency of the islanded

power system could not be maintained. As a result the system frequency experienced a

high rate of decrease, leading to the loss of all the remaining regional generation by the

time 16:18.

The investigation report (final) from AEMO [31] concludes that the disturbance caused

by the damage and tripping of the transmission lines, combined with the high share of

inverter-based RES generation in the generation mix, which decreased the system inertia

and making it more vulnerable to a system blackout event, resulted in large power and

frequency excursions. The problem was then aggravated by over protective protection

settings, which lead to the shutdown and sudden loss in generation from the connected

wind farms. The report further stated that if the generation deficit and the large frequency

excursions did not occur, South Australia would have remained connected to Victoria via

the Heywood interconnection, based on AEMO’s modeling and simulation.

2.5 Enabling higher renewable energy penetration

To increase the share of RES in the generation mix, while contributing to generation/load

balance and frequency stability support, it requires the inverter-based RES to provide

the system operator with control over the active power output and energy storage to

accommodate for the generation variability.

2.5.1 Active Power Control

With VRE generation replacing dispatchable generation, system operators need new

methods to control the generation and system frequency. These new RES generation
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plants (wind and solar PV) have to provide active power control (APC) in order to ac-

commodate further increase in RES generation and system operators a means to balance

generation with varying load.

2.5.1.1 Wind turbines

Wind power generation can be used to balance generation with load demand through ac-

tive power control (APC). APC is the control of the real power output of a wind turbine

by adjusting the rotor blade pitch angle of attack [15].

As the share of wind generated power increases on the power system, more interest is

placed on wind turbines to actively control their power output in order to meet power

set-points and to participate in frequency regulation. This can be beneficial to power

system operators since wind turbine APC can react faster than traditional thermal power

plants to generation and load changes. The interest in wind turbines to potentially pro-

vide frequency regulation support has motivated and led to new opportunities in wind

turbine control research and development [15].

There are two goals in the development of APC on wind turbines. The first goal is to

emulate the inertial response of conventional synchronous generators during a low fre-

quency event. The second goal is to track the power reference from the network operator

as secondary or Automatic Generation Control (AGC) response [15].

Figure (2.12) [15] illustrates the inertial response emulation power output and rotor speed

of a wind turbine generator (WTG).

Figure 2.12: Example of inertial response emulation of a WTG [15].
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With the sudden increase in generator torque, the kinetic energy extraction causes the

turbine rotor speed to decrease, while the power momentarily rises above the reference

point. The disadvantage is that the WTG might stall and that during the recovery period

the WTG will produce less power, which will impact the frequency again. Thus, the ob-

jective is to find a control strategy that minimises the recovery period, while maintaining

fast response.

2.5.1.2 Solar PV

The research of solar PV APC is in the early stages, whereas wind APC has been imple-

mented commercially [32]. As the amount of solar PV integration increases it becomes

more important for PV to assist in frequency regulation, which is currently only provided

by conventional synchronous generators, which are being replaced by the intermittent

sources.

Wind and solar PV share similar characteristics for APC such as, subjected to weather

conditions and lost opportunity of not delivering their maximum available power output.

The difference for solar PV APC is that it is not available during night time, and is not

subjected to mechanical dynamics and the constraints of it. This is beneficial for solar

PV APC, since the inverter can adjust the output power much faster than mechanical

governors.

APC and frequency regulation can be implemented without storage device, through the

use of curtailment. This requires operating below the maximum power point (MPP) to

create a sufficient power reserve margin to meet the needs for frequency regulation. The

drawbacks of curtailment is the lost financial revenue due to reduced active power feed-in,

and the difficulty in operating below a varying MPP while maintaining a set power reserve

margin.

Solar PV APC can be implemented with energy storage components, such as batteries

or super capacitors. Batteries can extend the hours of the day which the plant feeds-

in power to the power system network and also be used to balance generation with the

change in load. Supercapasitors are used for very quick bi-directional ramp-rates, which is

necessary for frequency stability. However, these storage components increases the setup

and maintenance cost of a solar PV plant.

2.5.2 Storage systems

Energy storage would drastically reduce the difficulty of large-scale RES integration, while

minimising the risk of generation/load imbalance. Storage systems can improve the qual-
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ity of generated power and support loads during disturbances on the system. This section

looks at the available grid-size storage schemes, which could be used for either long-term

or short-term energy storage for the purpose of balancing the generation side with the

load demand.

2.5.2.1 flywheels

A flywheel is simply a rotating mass, which stores kinetic energy due to its inertia and

induced rotation speed. The advantages of flywheels are, they have high power density, no

toxic material, fast charge and discharge responses, long cycle life and they provide rotat-

ing inertia to the power system. The disadvantages include, high speed moving parts that

could be a danger to any surrounding objects and that the storage efficiency is strongly

dependent on the stand-by losses [33] [34].

A basic operation summary of the flywheel is as follow, when generation exceeds demand,

the access power is used to drive an electrical machine (operating as a motor) connected

to the flywheel. In contrast, when the demand exceeds the generation, the electrical ma-

chine operates as a generator, where the flywheel serves as prime-mover and thus, feeds

additional power into the system.

Flywheels are also used at RES plants to improve the quality of generated power, acting as

a low-pass filter smoothing out fluctuations in power output. The authors of [34] proposes

a deployment of flywheel matrices across the power system network to regulate the local

frequency, by compensating the local generation/load imbalance [35]. Figure 2.13 [36]

illustrates the basic setup of a flywheel plant for power system frequency regulation.

Figure 2.13: Flywheel energy storage plant [36].
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In January 2011, Beacon Power commenced commercial operation of a 20 MW flywheel

plant in Stephentown, New York, USA. The plant consists of 200 flywheels, which provides

a frequency regulation service to the New York Independent System Operator (NYISO).

A similar plant is situated in Hazle Township, Pennsylvania, USA. The Hazle plant is

also rated for 20 MW and reached full commercial operation in 2014 [36].

2.5.2.2 hydrogen

Hydrogen is the most abundant element in the universe and on earth majority of it is

bonded with oxygen to form water (H2O) [37]. To extract the hydrogen from water a pro-

cess called electrolysis is used. This process involves two electrodes (anode and cathode)

and a DC power supply to separate the hydrogen from the oxygen [38] [39]. Hydrogen

fuel can be stored in one of three ways, compressed gas, liquid, or using metal hydrates

[40] [41] [42]. The choice of technology depends on the application.

Electrical power is produced in a fuel cell using an electrochemical process, which is 2 to

3 times more efficient than combustion [40] [43]. A fuel cell is an electrochemical device in

which electricity is produced from a chemical reaction. A fuel cell is different from batter-

ies, since a fuel cell consume fuel and requires an external fuel supply to keep operating.

On the other hand batteries store electrical energy chemically in a closed system [40]. In

the case of a hydrogen fuel cell the hydrogen fuel is combined with oxygen to produce

electricity, heat and water, with the latter two being the only emissions [40] [39].

The advantages of using hydrogen storage include, long duration (months) energy storage,

negligible self-discharge, high energy density, highly versatile, portable and clean emis-

sions [40]. However, the disadvantages of hydrogen storage include, storing the hydrogen

in a safe manner, and the low round trip conversion efficiency (35% to 45%) makes it

an energy intense consumption and not cost-effective technology [44]. Hydrogen storage

can improve power quality by smoothening large and rapid fluctuations from wind power

generation [35].

In 2014 the worlds first wind and hydrogen hybrid plant was completed in Utsira Island,

Norway. The pilot project was sued to supply 10 households with wind energy. During

times of excess generation, the wind power is used to power an electrolysis process to

produce hydrogen from water. The hydrogen is then compressed and stored to be used

when wind power is insufficient to match the load [45]. Figure 2.14 [45] present a picture

of the Utsira wind and hydrogen plant.
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Figure 2.14: Hybrid wind and hydrogen plant [45].

The plant consists of two Enercon E40 wind turbines (600 kW each). To stabilise the

intermittent generation of the wind power, a flywheel with a 5 kWh capacity is installed

to smoothen the generation output. The hydrogen is produced with an electrolyser, whose

peak power consumption is 48 kW. The hydrogen gas is then compressed with a 5 kW

Hofer compressor and stores the hydrogen in a 2 400 Nm3 (normal cubic metres) at 200

bar pressure [45].

In 2007 a similar pilot project was started in Ramea, Newfoundland, Canada, for the

storing access wind generation using hydrogen technology. The project costs the Canadian

Federal Government about 4.7 million Canadian dollars [46].

2.5.2.3 compressed air energy storage (CAES)

Energy is stored in the form of compressed air. The compressed air can be stored in

underground caverns or above ground in high pressure vessels. Natural gas found in

underground aquifers have been stored for millions of years. These aquifers are highly

recommended as they have a proven record of storing large amount of gas for many years

[47]. Figure 2.15 [48] illustrates the basic setup of a CAES plant.
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Figure 2.15: Compressed Air Energy Storage plant [48].

A compressor compresses air and stores it in an air reservoir. When additional power

is needed in the power system, the compressed air is released in a combustion chamber,

mixed with fuel and ignited to produce a rapid expansion of hot air to drive a turbine

that turns a generator [35].

CAES consists of a motor which drives a compressor, during off-peak periods. The com-

pressor compresses and stores the compressed air at high pressure (up to 10 MPa) in

an underground cavern. When additional generation is needed in the power system the

compressed air from the underground cavern is extracted, heated and mixed with fuel to

combust and drive a turbine, which turns the rotor shaft of a generator [49].

There are only two commercial CAES plants operating in the world. The first CAES

plant is in Huntorf, Germany and is operational since 1978. The cavern for storing the

compressed air has a volume of about 310 000 m3 and is about 600 m underground. The

maximum rated pressure that can be provided by the 60 MW compressors is 10 MPa or

a 100 bar, which is 98.69 times the pressure of the atmosphere at sea-level. The CAES

plant normally operates between 50 MPa and 70 MPa, and can output 290 MW of power

for 2 to 3 hours [40] [50].

The second CAES plant is in McIntosh, Alabama, USA and is commissioned since 1991.

The cavern at this plant a has a volume of about 500 000 m3 and is located about 450 m

underground. The compressors can compress the air up to 7.5 MPa or 75 bar, which is
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74.02 Atm. The CAES plant is able to output 110 MW for up to 26 hours [51] [52] [40].

The extensive shaft mining operations in South Africa results in plenty of abandoned

large underground excavations, which could be a possibility for CAES. However, these

man-made underground caverns where not constructed with high pressure air storage in

mind and to utilise these unproven caverns is high risk. Therefore extensive research,

planning testing needs to be done to consider CAES in the mines’ after-life [47] [53].

CAES have the ability to store energy for long periods (over a year) of time. They have

significant large power outputs, which can range around 50 to 300 MW. The CAES plants

operate with high efficiency, which is in the typical range of 70-89% and the plants are

designed for frequent cycles and high cycle tolerance [40].

2.5.2.4 super-capacitors

Conventional capacitors have very low energy storage capacity, thus very few research

work exists on their application for power system scale energy storage is done. However,

with the introduction of super-capacitors a new type of storage element opens the road

to new research. Super-capacitors, which are also known as ultra-capacitors or electric

double layer capacitors (EDLC), have long life cycle and due to its high power density is

suitable for short discharge applications [35].

Super-capacitors are in many ways like conventional capacitors, such as the capacitance is

still determined by the effective area of the parallel plates, the distance between the plates

and the dielectric medium between the plates. The differences for the super-capacitor is

firstly the use of porous electrodes, which significantly increases the surface area of the

plates compared to the conventional plate structure. The second key difference is that

the electrolyte between the plates creates an electrical double layer of separated charges.

These differences greatly enhance the capacitance compared to conventional capacitors

[54] [40] [55]. The downside of super-capacitors is it can only provide high power output

for very short durations like flywheels.

Super-capacitors have higher energy density than conventional capacitors, and they have

higher power density than batteries. Super-capacitors are currently used in un interrupt-

ible power supply (UPS) systems, motor drives and smoothing of intermittent renewable

generation feed-in [54].
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2.5.2.5 battery storage

Batteries can be considered to complement the power generation considering the inte-

gration of variable RES. There are several types of batteries, lead acid, nickel-based,

lithium-ion, sodium-sulphur and metal air. They provide rapid charge and discharge re-

sponses, however, the discharge rate is limited by the chemical response rate [35].

Lead-acid (Pb-A) batteries are commercially mature and they are re-chargeable. Lead-

acid batteries consists of lead metal and lead dioxide electrodes sub-merged in a sulphuric

acid electrolyte. Over 100 MW of battery capacity is installed in the United Kingdom

(UK) power system [56]. The largest lead-acid battery is located in Chino, California,

which has a 40 MWh storage capacity and is rated for 10 MW power output for 4 hours.

The disadvantages of using lead-acid batteries includes, low cycling capacity, long charg-

ing time and careful maintenance.

Nickel Cadmium (Ni-Cd) is an old standard battery technology. These batteries are

heavy and struggles with the memory effect. The memory effect is when a battery, which

hasn’t been completely discharged, remembers the old charge state when the battery is

recharged. This means the full capacity of the battery is not utilised.

Nickel Metal Hydride (Ni-MH) is the cadmium free replacement for Ni-Cd. Ni-MH is

less prone to the memory effect, requires less maintenance and has approximately twice

the energy capacity than Ni-Cd. This means also that Ni-MH weighs less than Ni-Cd.

However, Ni-MH has a reduced temperature operating range compared to Ni-Cd.

Lithium Ion (Li-ion) is the new standard battery technology for portable devices. Li-ion

has about the same amount of energy storage capacity as Ni-MH, however, Li-ion weighs

about 20% to 30% less. Another advantage of using Li-ion is the it does not suffer from

the memory effect. The drawback from using Li-ion is the fact that is very easily ignites,

which can make it very dangerous.

In December 2017, a year after the South Australia blackout, the electric car company,

Tesla, completed the installation of the world’s largest lithium ion battery in South Aus-

tralia [57]. Figure 2.16 [58] shows a photo of the battery. The battery has a power rating

of 100 MW and 129 MWh storage capacity. The battery is charged at Hornsdale Wind

Farm near Jamestown, South Australia [59].
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Figure 2.16: Tesla battery in South Australia [58].

Comparing Pb-A, Ni-Cd, Ni-MH and Li-ion battery technologies, Li-ion is on top in

terms of efficiency, which is in the range of 75% to 90%. Li-ion also has the highest

charge/discharge cycling ability (approx. 3000) with 80% depth of discharge (D.O.D),

and has an high energy density in the range of 90 - 190 Wh/kg.

2.5.2.6 pumped hydro-electric storage (PHS)

Pumped Hydro-electric Storage (PHS) is currently the most available form of bulk energy

storage. The main elements of a PHS system consists of two reservoirs, pump, governor

valve, turbine and generator. Figure 2.17 illustrates the basic setup of a PHS plant.

Figure 2.17: Pumped hydro-electric storage plant.
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The two reservoirs consist of an upper and a lower reservoir. The pump transfers water

from the lower to the higher reservoir during times of surplus generation in the power

system or during load off-peak periods, thus store electricity in the form of gravitational

potential energy [60] [61].

When generation is needed from the PHS system it operates the same as an hydro-electric

power plant, i.e. flowing water turns a turbine which drives the rotor of a generator and

thus, produces electricity. The round trip conversion starts with electrical energy con-

verted to kinetic energy, and then stored as gravitational potential energy. When the PHS

generates electricity the opposite is true, with the gravitational potential energy changing

to kinetic energy, which is then used to generate electrical energy. The available power

that can be harvested with the turbine depends on the water flow-rate and head, where

head is the elevation between the upper and lower reservoirs. By increasing the head the

flow-rate can be reduced for the same amount of power, and vice versa [40] [44].

The advantages of using PHS is that it has high energy and power capacity. The round

trip efficiency is between 70% and 85%. The disadvantages include, favorable geography

is required for the two reservoirs and the local environment is impacted due to the removal

of trees and natural habitats for the reservoir build and fill-up. Depending on the size of

the project the project may have high construction costs and long construction times.

2.6 Conclusion

Variable RES integration is increasing with an accelerating rate. Most of the arising

technical challenges are related in one way or another to the intermittent nature of RES

generation. The variability inherent in renewable energy generation challenges the ex-

isting control structures. This places increased pressure on the current power system

infrastructure, operating on the limit of the power system’s flexibility, and introduces

increased variability into the system. The grid code compliance for RES does not require

RES plants to participate in system flexibility and stability, however, to accommodate

the increase in RES integration it is important for RES to provide the services, which

were traditionally and currently provided by conventional synchronous generator power

plants.

The possibilities for safe RES integration includes, wide-spread distribution of RES power

plants in order to benefit from the aggregation effect, which reduces variability in gen-

eration, APC and energy storage implementation for system control and flexibility. It

must be noted that for the successful integration of variable RES it is not only necessary
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for long-term energy storage, but also fast acting short-term energy storage to maintain

system stability. The benefits of using energy storage in the power system includes:

• Assists the integration of RES.

• Allows existing generation to operate at their optimal level, by providing or absorb-

ing the deficit or excess generation.

• Decreases the dependency on inefficient and ”dirty” energy generation.

• Energy storage creates a buffer for generation/load imbalance, thus increases the

power system’s flexibility and stability.

Power systems have to focus for the first time on sources which must provide artificial

or virtual inertia, which requires fast acting energy storage. However, there is a lack of

knowledge about virtual inertia operation and optimal deployment. The work in this

study attempts to find control methods in which renewable energy sources provide their

share in stabilising the power system frequency by contributing to the system inertia, as

will be discussed in the next chapter.
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Chapter 3

Virtual Inertia Implementation

3.1 Inertia

The moment of inertia (J) is a measure of resistance of a body to angular acceleration.

The moment of inertia of a body, in this case the rotor mass of the synchronous machine,

is defined as the integral of all the elements of mass about an axis [62]:

J =

∫
m

r2dm (3.1)

With the radius from the axis to the incremental mass denoted by, r in metre [m], and m

denoting mass. Due to the square of r the moment of inertia is always positive with SI

units [kg·m2].

Inertia is the property of the power system, which lets the system resist change in fre-

quency. The inertia is provided freely from the synchronous machines connected to the

power system due to the strong coupling between mechanical and electrical dynamics.

The amount of system inertia was always assumed to be constant and sufficient, but as

discussed in this chapter it will be shown that this assumption is no longer valid [14] [2].

3.2 Synchronous machine inertia

Large and heavy synchronous generators intrinsically provide inertial response due to

their heavy rotating mass. The dynamics of the synchronous generator during the inertial

response is mathematically described by the swing equation (3.2) , see appendix A for

the derivation [63]:

2H

ωsyn
ωp.u.(t)

d2δ

dt2
+

D

ωsyn

dδ

dt
= Pm[p.u.](t)− Pe[p.u.](t) (3.2)

Where,
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3.2 Synchronous machine inertia

• H : inertia constant [s], which is a measure of how long (in seconds) the generator

can provide nominal power using only the angular momentum or inertia.

• ωsyn : synchronous rotating frequency [rad/s].

• δ : angular position relative to the synchronously rotating reference frame [rad].

• D : damping coefficient.

• Pm[p.u.](t) : mechanical power [per unit].

• Pe[p.u.](t) : electrical power [per unit].

Modeling the inertia constant H, starts with calculating the kinetic energy stored in the

rotating mass.

EK.E. =
1

2
· J · ω2

m (3.3)

Where,

• EK.E. : kinetic energy in the rotating mass of the generator rotor in [J] (Joule).

• J : moment of inertia of generator rotor, measured in [kg·m2].

• ωm : rotating frequency of the rotor in radians per second [rad/s].

The inertia constant H is defined as follow:

H =
EK.E.
Srated

=
J · ω2

m

2 · Srated
(3.4)

Where Srated is the rated power [VA] of the generator.

The swing equation can also be written in standard form:

M
d

dt
ω(t) +D · ω(t) = Pm(t)− Pe(t) ;ω(t) =

d

dt
δ(t) (3.5)

Where,

• M : inertia constant with units megawatt-seconds-squared [MW·s2].

• D : damping coefficient with units megawatt per Hertz [MW/Hz] or [MW·s].

• δ : angular position relative to the synchronously rotating reference frame measured

in radians [rad].

• ω(t) : the synchronous machine’s rotor speed in radians per second [rad/s].

• Pm(t) : mechanical input power from the prime mover measured in megawatt [MW].

• Pe(t) : electrical power output measured in megawatt [MW].
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3.2 Synchronous machine inertia

3.2.1 Kinetic energy

From equation (3.5) it can be seen that when generation and load are in balance the right

side of the equation equals zero. This means that the frequency deviation, ω(t), and the

rate of frequency deviation, d
dt
ω(t) must equal zero for the equation to be true. When

the right side of the equation is not equal to zero, then the generation and load is in

imbalance. As the frequency changes and deviates accordingly, the inertia and damping

must temporarily provide the power to minimise the power imbalance and thereby also

the frequency excursion.

The kinetic energy available from a rotating mass at any given time is described by

equation (3.3). The kinetic energy from a synchronous generator can alternatively also

be calculated as follow:

EK.E. = H · Srated · pf (3.6)

where pf is the power factor. Table 3.1 lists a few power stations in the South African

power system with their individual total kinetic energy available for inertial response at

normal steady-state operation.

Table 3.1: List of a few power stations and their total kinetic energy at normal operation.

Power Station
Generator

[MVA]

Generator H

[s]

Power

Factor

Number of

Generators

Total Kinetic

Energy [GJ]

Koeberg 1072 5.61 0.9 2 10.825

Duvha 666 3.96 0.9 6 14.242

Kendal 810 3.02 0.9 6 13.209

Hendrina 222 4.06 0.85 10 7.661

Kriel 555 4 0.9 6 11.988

When the system frequency changes due to a power imbalance, and the system frequency

increases, then the rotating mass will speed up and gain more kinetic energy. When the

system frequency decreases, the generator will convert its kinetic energy for additional

electrical power in order to reduce the imbalance of the generation and load, as well as

minimising the frequency dynamics.

3.2.2 Inertia constant

The inertial response that can be harvested from the rotor’s kinetic energy is obtained by

taking the time derivative of equation (3.3) as follow:

Pinertial =
d

dt
EK.E. = Jωm

dωm
dt

(3.7)
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The term Jωm is in literature also called the inertia constant but is not normalised to

the generators rated power and is denoted by M. The power obtained from the inertia is

denoted by Pinertial. The relationship between the two inertia constants H and M are as

follow:

H =
M · ωm
2 · Srated

(3.8)

The units of H and M are, seconds [s] and Watt-seconds-squared [W·s2] respectively.

3.2.3 Different levels of inertia

Figure 3.1 demonstrates the effect of different levels of inertia on the frequency dynamics

during a low-frequency event.

Figure 3.1: Frequency response for different system inertia levels.

Figure 3.1 shows that frequency response generally improves with increase in system

inertia. The initial RoCoF magnitude increases for a decrease in inertia, and the RoCoF

magnitude decreases with an increase in inertia. The frequency nadir shifts back in time,

with an increase in inertia, thus delaying the point when the frequency deviation is at

its maximum from the nominal value. Delaying the frequency nadir is beneficial as this

provides more time for primary frequency control and other auxiliary services to activate
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and reach full deployment, which increases the frequency nadir point, and stabilises the

frequency closer to the nominal value.

3.2.4 Variability of inertia

Inverter-based RES generation, i.e. wind turbine and solar PV, do not provide any rota-

tional inertia for the power system. High share penetration of these sources result in a

power system with low levels of rotational inertia as these sources replaces synchronous

generators, which has negative implications for frequency stability.

In the time from 1998 to 2012, the total German load demand, which was supplied with

RES generation increased from 4.7% to 20%. The majority share of RES generation

comes from wind (8.3%), PV (5%), and hydro (3.9%). Figure 3.2 presents a histogram of

inverter-based power injection in the German power system, as a share percentage of the

generation mix, for the year 2012 [14].

Figure 3.2: Germany’s inverter feed-in for 2012 [14].

The histogram in figure 3.2 shows that inverter-based power generation reached a max-

imum of 50% of the load in Germany, during 2012. The data from [14] shows that the

inverter feed-in contributed 30% and more to the consumed generation for 495 hours in

42



3.2 Synchronous machine inertia

that year (5.6% of the time), 40% and more of the consumed generation for 221 hours

(2.5% of the time), and 50% for 45 minutes in the year. With an increase in RES gen-

eration capacity, the amount of time which inverter-based generation contributes a large

share or dominates the generation mix feed-in also increases.

The inertia in Germany plummeted to significant low levels due to wind and PV displacing

conventional generation, which uses synchronous machines generators. With an increase

in RES penetration, the amount of time per year in which RES contributes significant

or majority to the generation mix will also increase. This is problematic for frequency

stability as the inverter-based generation feed-in is variable over time. The assumption of

constant and sufficient system inertia across a multi-area network becomes invalid due to

the variability in power feed-in and conventional generation dispatch. Equation (3.9) [14]

shows how the aggregated inertia is calculated, and by taking into account the variability

of synchronous generation dispatch, due to high penetration of inverter-based feed-in, the

variability of the German power system’s inertia is shown in figure 3.3 [14].

Hagg =

∑n
i=1Hi · Srated,i∑n
i=1 Srated,i

(3.9)

Figure 3.3: The aggregated regional inertia (Hagg) for Germany in 2012 [14].
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The histogram in figure 3.3 shows how the German power systems inertia fluctuates from

H = 6 seconds, when majority of the feed-in is from conventional generation, to H = 3

seconds when a significant share of inverter-based generation is utilised. The results from

[14] shows that the aggregated inertia, Hagg, dropped below 4 seconds for 3.3% (293 hours)

of the year. For 57 hours of the year (0.65%) the system inertia was below 3.5 seconds.

It can therefore be concluded that the variability of inverter-based generation introduces

additional challenges for power system frequency stability. The increase in inverter-based

generation capacity replaces large scale dispatchable and inertia providing generation.

This significantly diminishes system stability control, and results in time-variant system

inertia.

3.2.5 Inertia placement

Further investigation shows that not only is the amount of inertia important, but the

location of the inertia sources has a significant effect on the frequency response. A three-

area network system was simulated using a fixed amount of total system inertia, i.e.

Mtotal = 90 MW·s2, but with different distributions of inertia sources. The system was

disturbed with a load step increase, to trigger a generation/load imbalance. Figure 3.4

shows a plot of the frequency deviation versus voltage angle differences. Equations (3.10

& 3.11) describes the voltage angle and frequency dynamics [14].

δ̇i = ωi (3.10)

ω̇i =
1

Mi

[
∆Pi −Diωi −

n∑
j=1;j 6=i

ViVjBij sin(δi − δj)

]
(3.11)

Equation (3.10) describes the dynamics of the voltage angle (δi) at bus i. Equation (3.11)

describes the frequency (ωi) dynamics at bus i, with Mi, ∆Pi, Di, and Vi representing the

bus inertia, power imbalance, damping, and voltage at each bus respectively. The line

susceptance between buses i and j is denoted by Bij.

All trajectories in figure 3.4 start at the same coordinates (0, 0). The origin (0, 0) refers to

the desired steady-state of the frequency and voltage differences between the areas during

normal operation. For three different inertia allocation scenarios, identical disturbance

inputs were used. The results show different voltage angle and frequency dynamics.

Each trajectory ends with different new equilibrium points. To maintain power system

stability, it is important that the trajectory is stable along the vertical axis. This means

the frequency between areas should not experience significant deviation [14]. Swings in
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voltage angles will result in fluctuating power transfers, which is detrimental for power

balance.

Figure 3.4: Plot of frequency vs voltage angle difference, for a three-area network.

The South African Grid Connection Code [16] requires RPP(s) to remain connected for a

RoCoF up to 1.5 Hz per second. When the power system frequency is less than 47 Hz for

longer than 200 milliseconds, the RPP is allowed to disconnect. This results in increased

generation/load imbalance and thus, further driving the power system towards instability

and ultimately to a system blackout.

In a network where inertia is in low quantity, there exists an optimal allocation for a

multi-area network that results in maximum stability. It is therefore extremely important

to practice inertia management and using it in an optimal manner to preserve system

stability.

3.3 Virtual inertia

Inertia can be seen as the system’s ability to resist change from its current state. Inertia

prevents the power system frequency from suddenly changing by converting kinetic en-

ergy from the synchronous generator’s rotating mass to electrical energy. This keeps the

frequency stable when there is a sudden generation/load imbalance due to a system fault
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disturbance. The inertial response gives more time to for fast acting auxiliary services

and generators to react and minimise the generation/load imbalance.

Historically wind and solar power generation have not been required to participate in

frequency support and thus, were not considered in the design process. Solar PV and

wind (types 3 & 4) are inverter-based generation, in other words, they interface with the

power system through inverters. The inverters decouple the operational dynamics of the

generating units from the rest of the power system and thus, does not naturally provide

inertial response. This means that these sources does not contribute to the resistance to

the change in frequency [8].

From the swing equation (3.2) it can be seen that during a frequency drop, the inertial

response can be emulated by increasing the active power feed-in. The aim is to reduce

the generation/load imbalance and thus, minimise the frequency dynamics, i.e. slowdown

the response. Virtual inertia implementation can be divided into four methods to provide

frequency support [30]:

1. Energy Storage System (ESS): Batteries are added together with a PV plant or wind

farm. These batteries and/or capacitors can assist in quickly increasing the plant’s

power output and thus, contribute to slowing down the RoCoF and minimising the

divination in frequency.

2. De-loading or curtailment of generating units: By de-loading a PV or wind farm,

the generating units operate at a sub-optimal generation point. A power reserve is

created, which is then used for frequency regulation and control.

3. Demand Side Management (DSM): By actively changing the load according to the

generation output in order to mimic the response of frequency and voltage de-

pendent loads, improves the frequency behavior after a generation/load imbalance

disturbance. This does not emulate system inertia directly, but contributes to the

positive effect of system inertia.

4. Utilising kinetic energy reserve: Extracting the kinetic energy from wind turbines

by interchanging the kinetic energy of the turbine with the grid, for temporarily

frequency support. This emulates the inertia response of synchronous generators.

Since virtual inertia is not real it does not have to represent the power plant’s true inertia,

but can be selected to be any value within reasonable means of the power plant. This

means the RPP’s inertia (artificial) can change by command and is not static like con-

ventional power plant’s inertia. With RPP’s forming distributed generation, the system

operator has the ability to control the inertia in different regions by adjusting the artificial

or virtual inertia of each RPP.
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3.3.1 Control schemes

The authors of [64] presents three main topologies in which inverters can emulate the

response of a synchronous generator to low frequency events. These topologies are: Syn-

chronous Generator Model (SGM) based, Swing Equation (SE) based, and Frequency-

Power Response (FPR) based topologies.

The SGM makes use of detailed model equations, of the synchronous machine, to operate

the inverter and emulate the same dynamics of the synchronous generator. This topology

can emulate the synchronous generator with very high fidelity, but this is at the expense

of longer calculation time.

The SE topology approximates the control dynamics of the SGM by solving the swing

equation every control cycle. Thus, the SE emulates the synchronous generator with less

fidelity than the SGM, but is simpler to implement.

The FPR topology is the most intuitive approach. It provides dynamic inertial response

based on the derivative of the measured system frequency. This method does not re-

quire detailed model equations describing the dynamics of a synchronous machine. The

downside of FPR is that, because the control depends on the derivative of the frequency

signal, the response is highly susceptible to system and measurement noise. Extensive

signal filtering needs to smooth out the signal, but this can lead to extra delay in inertial

response time.

3.3.2 Wind Turbine Generator Virtual Inertia

Although wind turbines possess large rotating masses (such as rotor blades and gears)

the inertia from these wind turbines are decoupled due to the inverter interface. As the

amount of wind power generation increases and contributes more to the generation mix,

the power systems of the near future will require wind turbine generators to participate

in frequency support and regulation. Before virtual inertia can be implanted WTG it is

first necessary to understand the types of WTG interfaces.

3.3.2.1 Types of wind turbine generators

Wind turbine generation is divided into four types, which are categorised according to

how they operate and interface with the power system network. The four types include,

types 1, 2, 3, and 4 [65]:
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• Type 1 consists of an induction generator with fixed rotor resistance, see figure 3.5.

Figure 3.5: Type 1 wind turbine generator.

The stator windings are connected to the AC grid through a transformer. The rotor

current is induced by relative motion between the resultant rotating magnetic field of the

stator, and the rotor. This means that the rotor speed is determined by the AC grid. A

gearbox matches the slow turbine rotor to the higher speed generator input shaft. The

induction generator consumes reactive power for its operation and thus, a capacitor bank

is connected to the stator terminals to provide the required reactive power.

• Type 2 is an extension of type 1, with variable rotor resistance as shown below in

figure 3.6.

Figure 3.6: Type 2 wind turbine generator.
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This configuration makes it possible to control the rotor speed by varying the rotor resis-

tance. Typical speed control is around 10%, but results in energy loss in the form of heat

in the external rotor resistor.

• Type 3 is a doubly-fed induction generator as shown below in figure 3.7.

Figure 3.7: Type 3 wind turbine generator.

The type 3 wind turbine utilises the energy, which are lost in type 2. About 30% of of the

power flows through the back-to-back converter. The back-to-back AC-DC-AC converter

allows for wider range of rotor speed control, and is also used for reactive power control.

This means that the capacitor bank is not essential.

• Type 4 is known as a full converter generator, see figure 3.8.

Figure 3.8: Type 4 wind turbine generator.

Type 4 is completely asynchronous. All the power flows through the AC-DC-AC convert-

ers, and thus, has to handle more power than the type 3 converters. The wind turbine’s
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dynamics is completely decoupled from the power system network. The decoupling allows

for considerable freedom in choice of generator type (e.g. synchronous or induction gener-

ator), and a wide speed range. Of the four types of WTG, types 3 and 4 lends themselves

to possibly supply virtual inertia.

3.3.2.2 Virtual inertia implementation

To implement virtual inertia on wind turbine generators, it is first necessary to understand

how the wind energy is harvested. The available power in the wind is calculated as follow

[66]:

Pwind =
1

2
· ρ · Asweep · v3

wind (3.12)

Where the parameters, ρ, Asweep, and vwind represents the, air density [kg/m3], rotor

sweep area [m2], and the wind speed [m/s] respectively. However, only a fraction of the

available wind energy can by extracted by the wind turbine, since 100% energy extraction

would require the downwind side to be stationary, which is not practically possible. The

fraction of wind energy being converted to kinetic energy is called the power coefficient,

Cp(β, λ). The power coefficient has a theoretical upper limit equal to 0.593, which is

called the Betz limit. The power coefficient is dependent on the rotor blade pitch angle,

β, and the tip-speed ratio (TSR), λ. The TSR is simply the ratio between the speed of

the rotor tip and the incoming wind speed. The equation for calculating the TSR is as

follow [66]:

λ =
ωrotor ·Rrotor

vwind
(3.13)

With, ωrotor, denoting the rotation speed of the rotor in [rad/s], and the rotor length is

denoted by, Rrotor, in [m]. The maximum power point tracker must vary the rotor speed

in proportion to the wind speed, together with the blade pitch angle to find the maximum

power coefficient. Incorporating the power coefficient into equation (3.12) the mechanical

power driving the generator is calculated as follow [66]:

Pmechanical =
1

2
· Cp(β, λ) · ρ · Asweep · v3

wind (3.14)

To find the optimal blade pitch angle, the relationship between mechanical power, wind

speed, and rotor speed, the optimal trajectory is depicted in the example of a power ver-

sus turbine speed, characteristic curve in figure 3.9 below:

Figure 3.9 shows that for a given wind speed there exists a rotor turbine speed which will

produce the maximum mechanical power for the generator input. The rotor speed can be
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3.3 Virtual inertia

controlled from two separate actuation inputs. The first input is the adjustment of the

rotor blade’s pitch angle. This method control input is relative slow due to the mechan-

ical time constants. The second actuation input comes from adjusting the generator’s

electrical torque applied on the mechanical input side. It is important to note that the

generator’s electrical dynamics are much faster than the mechanical dynamics i.e. time

constant of blade pitch angle change. Refer to appendix B for further detail on WTG

model and control.

Figure 3.9: Wind turbine power curve.

Now that the basic operation of a wind turbine generator is understood, the methods

for implementing virtual inertia are discussed. The most intuitive method to emulate

the inertial response, is called ”Kinetic Energy Control” (KEC). The KEC I method is

the closest to emulating the inertial response of the synchronous generator, by quickly

increasing the generator torque in response to negative RoCoF, resulting in the decline of

the rotor speed. The decline in rotor speed is a result of the kinetic energy in the rotor

being transfered to electrical energy. The downside to KEC I is that after the inertial

response, a recovery period follows in which the wind turbine generator produces less

power in order for the rotor to accelerate back to optimal speed. There is also a danger

that the rotor speed drops to far (e.g. below cut-in speed), resulting in a shutdown of the

wind turbine.

An alternative approach to KEC I is presented by [67] named, KEC II. The KEC II

method works by first increasing the speed of the rotor before the generator applies extra
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torque to the turbine rotor. The benefit of KEC II over KEC I is that KEC II min-

imises the recovery period, since the rotor does not decelerate below normal operation for

the course of kinetic energy extraction and thus, preventing turbine stall. However, the

concern with KEC II is the delay in response. Due to the time it takes to accelerate the ro-

tor to a higher speed, the magnitude of the RoCoF becomes more severe than with KEC I.

Another method for providing inertial response is to operate the wind turbine at a higher

than optimal rotor speed to maintain a power reserve, thus the wind turbine generator

operates in de-rated mode. During a low frequency event the controller increases the gen-

erator torque, which slows down the rotor to optimal rotational speed. The wind turbine

can maintain the higher power point and so also provide primary frequency response,

which is the same as for the governor of a synchronous generator.

3.3.2.3 Simulation models

The DigSilent PowerFactory (2017) simulation software was used for simulating the power

systems and virtual inertia implementations. Within PowerFactory the DigSilent Simu-

lation Language (DSL) was used to create the virtual inertia controllers, which were

implemented on the type 3 and type 4 wind turbine generators. Figure 3.10 presents a

top-layer view of the wind turbine generator with virtual inertia simulation model. Refer

to appendix B for further detail on the WTG model setup and control.

Figure 3.10: Wind turbine with virtual inertia model.
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The mechanics section of the model contains the blade angle pitch controller, turbine

kinetic energy extraction model, and the shaft dynamics model. The pitch controller uses

proportional plus integral control (PI-control) to regulate the turbine speed, by varying

the rotor-blade’s angel of attack to the varying wind speed, with the reference signal

produced by the maximum power point tracker (MPPT). The speed of the pitch angle

change is limited to 10 m/s, and operates between 0◦ and 27◦.

The turbine model uses equation (3.14) to calculate the mechanical power harvested from

the wind, assuming constant wind speed. The shaft model simulates the drive-train by

using the two-mass model. The shaft model block then outputs the mechanical power

reference, which feeds into the generator input. The generator forms the electrical section.

The generator model used, is the standard, Powerfactory 2017 DFIG model.

The virtual inertia control loop starts with the frequency measurement as input (note:

convert Hz to rad/s). The measured signal is then passed through a low-pass filter. The

derivative block calculates the RoCoF and multiplies it with the virtual inertia parameter,

J. The product of the inertia and the frequency, ω, is equal to the inertia constant, M.

The limit block ensures that the virtual inertia applied is within reasonable values, since

the derivative function can result in large output spikes.

3.3.2.4 Simulation results

Figure 3.11 presents the simulation result of the virtual inertia control when a WTG

experiences a load step increase. The load step increase creates a negative generation/load

imbalance, which causes a low frequency event, and thus, triggers the inertial response.

Figure 3.11: Wind turbine generator step response.
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The load step introduces an imbalance between generation and load demand. This results

in a negative RoCoF, meaning that the frequency is decreasing, as described by the swing

equation. The virtual inertia controller increases the active power reference at the rotor-

side inverter. This results in increased rotor current, thus increased active power output.

The increase in current means increased counter torque on the rotor, which leads to the

de-acceleration of the turbine rotor, as the simulation results indicate in figure 3.12.

Figure 3.12: Wind turbine rotation speed.

Figure 3.12 shows how the turbine rotor speed changes as kinetic energy is being ex-

tracted, from the turbine rotor, for additional electric power generation. The decline in

rotor speed corresponds with kinetic energy being converted to electrical energy, while the

recovery period in figure 3.11 links with the increase in rotor speed. Thus, the additional

power is provided by the rotor turbine’s inertia.

Since the virtual inertia controller responds to the RoCoF, which is a derivative operation,

signal filtering (low-pass) is required to smooth out the frequency signal. However, there is

a trade-off between extensive filtering and the delay that is caused by the signal processing.

Figure 3.13 compares different filter time constants by the frequency responses obtained

by each. Analysing the results it is clear to see that, the larger the time-constant of the

low-pass filter is, the slower the virtual inertia response time is. This highlight the fact

that larger response delays leads to weaker inertial response, which ultimately results in

worse frequency responses.
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Figure 3.13: Frequency responses for virtual inertia using different filter time constants.

3.3.3 Solar PV Virtual Inertia

Historically solar PV generation were not required to participate in frequency regulation

due to their small share in the generation mix [16]. However, with a future increase in

RPP(s) in South Africa, which is especially favorable for solar PV installation, the need

arises to place additional attention on frequency stability.

The South African Grid Connection Code (SAGCC) [16] does not require RPP(s) to

participate in inertial response. However, the SAGCC requires renewable power plants of

category C (20 MVA or higher), with the exception to solar PV plants, to maintain a 3%

power reserve for frequency regulation.

3.3.3.1 Solar PV setup

Figure 3.14 illustrates a typical solar PV setup. The PV modules are grouped together in

strings. A Maximum Power Point Tracker (MPPT) controls the strings operating point

(i.e. voltage and current), and uses an algorithm to find the point, which yields the maxi-

mum power that can be delivered, known as Maximum Power Point (MPP). This ensures

that the solar panels operates at maximum efficiency.
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Figure 3.14: Solar PV setup.

The MPPT, a DC-DC converter, outputs to the DC-link where a DC-to-AC converter

interfaces with the AC grid. The DC-link makes use of a capacitor to keep the DC-link

voltage stable.

A battery energy storage system is optional to the setup and is not essential for operation.

The BESS interfaces with the DC-link and takes a major share of the installation cost,

but provides improved generation reliability.

Refer to appendix B for further detail on the solar PV model and control.

3.3.3.2 Implementation methods

Since there are no sources of kinetic energy in solar PV generation, alternative methods

are required to provide inertial response. A method proposed by the authors of [68],

combines a battery energy storage system (BESS) with the solar PV plant using a bi-

directional DC-DC converter. The purpose of the BESS is to regulate the DC-link voltage.

By keeping the DC-link voltage constant ensures a sufficient energy buffer to provide the

additional active power output. The BESS can temporarily and quickly, release or absorb

electrical energy. Thus, the BESS emulates the kinetic energy reserve of the synchronous

generator’s rotating mass. This means that the temporary mismatch between generation

and load demand is compensated for by the BESS. The benefit from this method is that

the PV system is able to operate continuously at the instantaneous maximum power point

(MPP). However, due to the expensive cost, relative low cycle life and low power density

of batteries, means that the down-side of this implementation may outweigh the positive

contribution.

Inverters are designed with little to no built-in capacity for energy storage, but unlike

controlling mechanical components, power electronic devices such as inverters can be

actuated at much shorter time scales. The authors of [69] uses the DC-link voltage as

feedback signal, due to the fact that the DC-link voltage reflects the generation and load
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balance, similar to the system frequency. When generation exceeds load demand, the

DC-link voltage increases. Conversely, when generation is insufficient for load demand,

the voltage level of the DC-link decreases. For the inverter to maintain a constant AC-

voltage amplitude output, the inverters modulation index must be controlled and updated

as follow [69]:

m =
2 · V ∗out
VDC

(3.15)

With V ∗out as the reference signal, VDC is the measured DC-link voltage, and m is the

modulation index. Virtual inertia controllers using frequency as a feed-back signal, needs

to perform extensive signal processing on the AC measurements to calculate and obtain

the system frequency used to adapt the inverter’s current output. For practical imple-

mentation of these controllers, the time delay due to sampling, signal processing, and,

control loops can render the virtual inertia ineffective [70].

Due to the time consuming process of obtaining the system frequency through AC mea-

surements, where immediate response is of high importance, and realising that the DC-link

voltage is an indicator of power imbalance, inspired the authors of [71] to control the in-

verter with a virtual oscillator whose frequency is linked to the DC-link voltage. The

DC-link voltage signal is much easier and faster to obtain for use as feedback to generate

the Pulse Width Modulation (PWM) signal:

ωv = η · VDC (3.16)

Where, ωv is the frequency of the virtual oscillator. The constant, η = ωref/VDC,ref

relates the reference DC-link voltage to the power system’s reference frequency. Exact

matching between inverter in closed-loop and synchronous machine dynamics are achieved

through the use of equation (3.16). The inertia constant, M , of the equivalent synchronous

machine is found to be [71]:

M =
CDC
η2

(3.17)

Where, CDC is the capacitance of the DC-link bus capacitor. The total energy storage is

calculated using the energy equation of a capacitor:

Ecap =
1

2
· CDC · V 2

DC (3.18)
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Comparing equation (3.18) with that of the kinetic energy stored in the synchronous

machine rotor:

Erotor =
1

2
· J · ω2

m (3.19)

It is seen that the capacitance (in Farad) of the capacitor plays the role of the rotor inertia

J in [kg·m2], and the DC-link voltage [V ] stands in the place of the rotor speed [rad/s].

3.3.3.3 Simulation models

In the case of synchronous generators, the significance of the inertia is essentially the

ability to source additional energy immediately (e.g. kinetic energy converted to electri-

cal energy). In the case of solar PV, there are mainly two options to source additional

energy immediately. These options include, de-rated operation, and energy storage (e.g.

batteries, large or super-capacitors). These methods emulate the kinetic energy of the

synchronous generator, which solar PV lacks.

With the aim to minimise cost and making it possible for current solar PV plants to

participate in virtual inertial response, the method of de-rated/curtailing operation is

discussed further. Before curtailing a solar PV plant for frequency regulation, the first

question coming to mind is, how much reserve power is needed? This question has an

inherent trade-off aspect between generation (capital income for the PV plant) and power

system stability (improved reliability of the power system). Figure 3.15 presents an exam-

ple of a solar PV panel’s P-V characteristic curve. The de-rated power reference is shown

as a reserve margin, ∆P , held from the maximum power point (MPP). The objective is

to find a better suited reserve margin, rather than using a generic arbitrary value of 3%

as stated in the SAGCC.

Figure 3.15: Example of a solar PV panel’s P-V characteristic curve with de-rated power

reference.
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To calculate an appropriate reserve margin, the swing equation in standard units (3.5) is

used, and re-written here for convenience:

M
d

dt
ω(t) +D · ω(t) = Pm(t)− Pe(t) (3.20)

When the damping term is neglected, D = 0, the left term of equation (3.20) must be

able to match the imbalance on the right side of the equation. Assuming the PV plant

should contribute to the inertial response up to the point where the PV plant is allowed

to disconnect, then the following is stated:

∆P |imbalance = 2π ·Mdf(t)

dt
|max (3.21)

Where,

df(t)

dt
|max = 1.5 Hz/s (3.22)

The maximum RoCoF before the plant is allowed to disconnect is 1.5 Hz per second as

stated by the SAGCC [16]. The reserve margin is chosen as such, that the PV plant is

able to deliver the desired inertial response.

The virtual inertia controller must maintain the required reserve margin, ∆P , which is

accomplished with a PI-controller. The controller’s reference power point is calculated as

follow:

Pref = Pmpp −∆P (3.23)

During a low frequency event the virtual inertia controller adjusts the power reference

point, Pref , to provide the inertial response:

Pref+V I = Pref +M d
dt
ω(t) (3.24)

= Pmpp −∆P +M d
dt
ω(t) (3.25)

With the selected reserve margin, the virtual inertia controller is able to move the reference

point all the way to MPP, for a RoCoF up to 1.5 Hz per second, after which, no more re-

serve is available and the PV plants are then allowed to disconnect from the power system.

To test the virtual inertial response of the solar PV system, a System Frequency Model

(SFM) was constructed to simulate a low inertia power system. To create the SFM,

equation (3.20) was used and re-arranged into standard state-space form, as follow:

dω(t)

dt
= −D

M
· ω(t) +

1

M
· [Pm(t)− Pe(t)] (3.26)
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Selecting the state-variable x = ω(t), thus ẋ = dω(t)/dt. The frequency dynamics is now

captured in standard state-space vector form:

ẋ = Ax+Bu (3.27)

Where,

A = − D
M

(3.28)

B = 1
M

(3.29)

u = Pm(t)− Pe(t) (3.30)

The frequency dynamics are simulated and solved by integrating ẋ in small time steps,

using the Runge-Kutta method and an ODE23 solver, as depicted by figure 3.16:

Figure 3.16: State-space simulation diagram.

After the inertia is allocated to the PV plant, the virtual inertia controller commands

the maximum power point tracker (MPPT) to regulate the PV generation such that a

constant reserve margin is available. This is performed using a PI-controller, see figure

3.17.

Figure 3.17: PI-controller diagram.

The PI-controller receives the measured PV output power, Pmeas, and the calculated ref-

erence power, Pref , as input signals. The output is a duty cycle reference for a PMW

signal, which regulates the power being generated and maintaining the reserve margin.
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The controller in figure 3.18 consists of two controllers combined as one. The first con-

troller is a droop controller, which provides the primary frequency response. The controller

is responsible for increasing or decreasing the PV output power in response to the position

of the system frequency in relative to the desired scheduled frequency, thus it reacts on

the frequency deviation.

Figure 3.18: Virtual inertia and droop-controller diagram.

The second controller is responsible for the inertial response. The inertia constant, M ,

which is assigned to the PV plant is multiplied with the maximum RoCoF (1.5 Hz per

second) to find the reserve margin ∆P . The reserve margin is then subtracted from

the last updated MPP, to find the new de-rated/curtailed reference point. The inertia

constant is also multiplied with the systems calculated RoCoF and, is added to the output

reference. The virtual inertia controller outputs a new reference to the PI-controller in

figure 3.17. This results in the power reference changing, in response to a generation/load

imbalance disturbances, and there by adjusting the PV power feed-in as required for

frequency stabilisation.

3.3.3.4 Simulation results

The simulation scenario consists of an input disturbance in the form of a 10% step increase

in load. The step disturbance, scheduled for time = 1 second, creates a generation/load

imbalance, which triggers a low frequency event, and thereby activates the virtual inertial

response of the solar PV plant. Figures 3.19, 3.20 and 3.21 compares three control scenar-

ios. The control scenarios include: with and without virtual inertia, and virtual inertia

with droop or primary control. The results shows the power output response, frequency

response, and the system’s RoCoF, respectively.
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Figure 3.19 present the normalised power response of the solar PV for the cases: without

virtual inertia, using virtual inertia, and virtual inertia combined with droop control.

Figure 3.19: Comparing the solar PV generation output for the scenarios: without virtual

inertia, using virtual inertia, and virtual inertia with droop.

Analyzing the responses, it is seen that the virtual inertia response is near instantaneous.

The virtual inertia reacts only to the RoCoF, thus the response dies out as the system

frequency stabilises and approaches a new steady-state. However, the droop controller

maintains the additional power response since this controller reacts to the error between

scheduled and current measured frequency.

The fast responses are contributed to the fact that the power electronics have fast update

cycles together with PV generations ability to change the operation point very fast, unlike

a mechanical prime mover, which has longer time constants.

The impact of the solar PV’s output power response on the system frequency is shown

in figure 3.20. Comparing the frequency responses in figure 3.20, it is seen that the

virtual inertia increases the frequency stability, by slowing down the frequency dynamics

i.e. reducing the RoCoF magnitude, and thus, improving the frequency response. The

droop controller does not improve the initial frequency response of the virtual inertia

controller, however, from time = 4 seconds the frequency response starts to improve on

top of the virtual inertia, resulting in a higher frequency nadir, which is more desirable.
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These responses are due to the fact that the virtual inertia controller reacts only to the

RoCoF, while the droop reacts to the frequency deviation.

Figure 3.20: The impact of the solar PV power output response on the system’s frequency.

Figure 3.21 compares the RoCoF of the three cases and supports the results from figure

3.20.

Figure 3.21: Rate of Change of Frequency (RoCoF) comparison of the three scenarios.
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Analysing figure 3.21, it is seen that the initial and maximum RoCoF improves with

virtual inertia, compared to the scenario using no virtual inertia. Due to the frequency

dynamics settling as it reaches a new equilibrium point, the response of the virtual inertia

also reduces after the point of maximum RoCoF. The droop does not improve the initial

RoCoF, since it reacts to the frequency deviation, which is still small when the RoCoF is

at its maximum. As the frequency deviation increases over time, the droop action becomes

more significant and starts to complement the diminishing response of the virtual inertia,

by maintaining a higher power output.

3.4 Wind virtual inertia vs solar PV virtual inertia

Comparing the virtual inertial responses of wind and solar PV power generation the fol-

lowing is noted:

Wind: WTG does have real inertia in the turbine, however, it is not utilised for frequency

stability. The power output response ramp-up rate is slower compared to the PV response

ramp-up, due to the inertia in the rotor and turbine. Since WTG inertia emulation makes

use of KEC (kinetic energy control), the inertial response is followed by a recovery period

where generation output is below normal operating point. There is also a risk of the

turbine speed dropping too low causing a shutdown.

Solar PV: Since there is no inertia in the generation of power, a additional reserve is

needed, which has fast power response capability. The inertial response compared to that

of a WTG has a faster power ramp-up output rate. The solar PV can also maintain

higher power output for longer periods depending of the power reserve method.

3.5 Virtual inertia vs synchronous machine inertia

Table 3.2 compares real inertia from a synchronous machine with virtual inertia and

presents a summary:
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Table 3.2: Summary of real inertia vs virtual inertia

Real inertia Virtual inertia

Real inertia is a parameter of the

synchronous machine rotor mass

thus, real inertia is fixed and not

configurable.

Since virtual inertia is not real it does

not have to correlate to the generation

size of the plant. Virtual inertia is con-

figurable and thus, can be controlled

to best suite the network and disturb-

ance location.

The inertia response is autonomous

thus, requires no input to be

evaluated for triggering a response.

Virtual inertia is implemented using

a control-loop thus, signal measuring

is required and a controller. Therefore

virtual inertia is not autonomous and

has to be implemented.

The inertial response is immediate,

since it is autonomous and has no

signal processing delays. This is

highly advantageous for frequency

stability.

The inertial response is not instant-

aneous, but has a time delay. This delay

in response is due to signal sampling,

processing and since virtual inertia

changes the power generation point of

each generating unit, of which the res-

ponse has a time constant, means that

virtual inertia has an inherent response

delay.

Inertia is an inherent property

of a synchronous machine thus,

requires no additional develop-

ment, is provided for free to the

power system and thus, does

there is no need for a frequency

stability and regulation market.

Virtual inertia is not freely provided,

it requires additional development

and in some cases reduce the feed-in

power from the generation plant.

Therefore an incentive has to be intro-

duced to the generating plants to

provide this auxiliary service.
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Chapter 4

Optimal Allocation Of Virtual

Inertia

In chapter 3 virtual inertia using wind and solar PV power were investigated. The lim-

itations and benefits of virtual inertia were found, and considering section 3.2.5, the

questions arise of how much virtual inertia must a RRP provide and where future RRPs

would be beneficial for frequency stability. The increase in inverter-based RES generation

and decline in rotational inertia means that inertia will be seen as a valuable property

and thus, should be used in an intelligent manner for maximum results. This chapter will

utilise a method introduced by [72], which aim to find the optimal placement of virtual

inertia within a power system network. The authors of [72] proposes the use of energy

metrics, rather than the quantity of inertia, which could be misleading, and can deliver

different stability results as mentioned in section 3.2.5. The first energy metric used for

the cost-function is the energy imbalance due to the frequency excursion (see figure 4.1

for illustration) or the fluctuation in frequency due to variable RES generation feed-in.

Figure 4.1: Energy imbalance in frequency excursion.

Eω =

∫ τ

0

ωTQ ω dt (4.1)
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Equation (4.1) states the energy metric of the frequency excursion. The variable ω is a

vector of the frequencies at each sub-station (node) in the network. The matrix Q is a

diagonal matrix containing positive weights on the different frequency excursions, which

might be node dependent. The second energy metric is the amount of energy required

by the virtual inertia sources to provide the inertial response. Equation (4.2) equates the

inertial response energy with PM denoting the vector containing the power output of the

virtual inertia generators. The diagonal matrix RM contains positive weights for each

virtual inertia power output.

EM =

∫ τ

0

P T
M RM PM dt (4.2)

Given a stable system, the H2 -norm is a measure of the output energy for a specific

disturbance input. The system’s sensitivity and amplification can thus, be obtained for

a specific input disturbance. The smaller the system’s amplification to a particular dis-

turbance, the better the system can reject that specific disturbance input and thus, the

system is more stable. The optimisation goal is thus, to find the distribution of virtual

inertia for a given power system, that will minimise the H2 -norm.

4.1 Power system single-line diagram model

The Eskom Western Transmission (TX) network single-line diagram model (see figure 4.2)

in DigSilent PowerFactory was used for the virtual inertia placement optimisation and re-

sults simulation. The single-line diagram in PowerFactory provides a graphical interface,

however, for the optimisation a mathematical model is needed. Figure 4.2 is to indicate

the format of the graphical model before it was reconstructed in mathematical form, and

not to present detail as this is sensitive information of Eskom. Refer to appendix B for

further detail in regard to the modeling of the power system components.

With the use of graph theory, the swing equation (3.5) and linearised power-flow equa-

tions, the single-line diagram model was reconstructed in matrix and vector form. This

made it suitable for state-space domain modeling, control, stability analysis and optimi-

sation.

A python script was created to interface with the simulation software, and read the single-

line graphical model together with the information of all the relevant network elements.

A Matlab script was then written to collect the data from the python script and interpret

the data to construct a state-space model representation, derive a H2 -norm cost-function,

and using the Matlab optimisation tool-box to find the optimal distribution for the virtual

inertia considering a trip at the Koeberg power plant. The LaPlacian model of the Western

67



4.2 Linearising the power-flow equation

TX was verified by running a load-flow simulation and comparing the voltage angles at

each node.

Figure 4.2: Single-line diagram model of the Eskom Western TX system.

4.2 Linearising the power-flow equation

The power-flow equation (4.3) is used to model the active power flow in the network, and

to connect the swing equations at each bus together:

Pi =
N∑
j=1

|Vi||Vj| (Gij cos(δi − δj) +Bij sin(δi − δj)) (4.3)

To simplify the model, three assumptions are made [73]:

• The resistance of the transmission lines are significantly less than the reactance.

With z = r + jx and y = 1/z = g + jb, it can be shown that g ≈ 0 and b ≈ −1/x.

• For typical system operation, the voltage angle differences between buses i and j,

are less than 15 degrees. The angles are therefore considered ”small”, which means

the following approximations can be made:

I cos(δi − δj) ≈ 0
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4.3 State-space model of the power system

I sin(δi − δj) ≈ δi − δj.

• The values of |Vi| and |Vj| in the per-unit system are very close to 1, during normal

operation. Therefore, the values of the voltage magnitudes are set equal to one.

With these assumptions, the power-flow equation (4.3) is linearised and is now as follow:

Pi =
N∑
j=1

Bij (δi − δj) (4.4)

By expanding equation (4.4), the terms can be rearranged in vector form:

P = B · δ (4.5)

where, P is the real power injection vector, δ is the voltage angle difference vector, and B

is a square n×n matrix. The B-matrix is singular, due to dependencies. The dependency

comes from the fact that the sum of the generation equals the demand. The singularity

problem is solved by removing a row, and use the corresponding bus voltage angle as the

reference angle.

4.3 State-space model of the power system

Graph theory is used to construct the LaPlacian (B-matrix), also called admittance matrix

or Kirchoff matrix, which is a matrix representation of a graph. To model the power

system’s frequency dynamics the swing equation (3.5) is re-written in vector form as

follow:

M · ω̇ +D · ω = ∆P −B · δ (4.6)

Selecting the state-variables as follow:

• δ̇ = ω

• ω̇ = −M−1B · δ −M−1D · ω +M−1 ·∆P

Using the swing equation in vector form together with the B-matrix, a state-space repre-

sentation of the power system’s frequency dynamics is obtained as follow:

[
δ̇
ω̇

]
=

[
0 I

−M−1B −M−1D

]
·
[
δ
ω

]
+

[
0

M−1

]
·∆P
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4.3 State-space model of the power system

For a system with n-buses, M is a square-matrix with n entries on the diagonal, con-

taining the inertia present at each bus. The parameter, D is also a square-matrix of

size n with the available damping of each bus filled on the diagonal of the matrix. The

state-variables, δ and ω, represents the bus voltage angles in radians [rad] and frequencies

in radians per second [rad/s], respectively. The generation/load imbalance is represented

by ∆P .

As presented by [72], the governors and virtual inertia, which form feedback control loops

were added to create an augmented state-space representation of the power system. The

open-loop power system model is thus, in the following form:

ẋ = Ax+Bu (4.7)

y = Cx+Du (4.8)

Energy metrics for frequency deviation and virtual inertia effort are incorporated into the

H2 -norm, by adding the matrices Q and RM to the output (C) and input (D) matrices

respectively, of the multiple-input and multiple-output (MIMO) state-space model.

The parameters to be optimised is captured in the feedback controller, u = −Kxvi, where

K is a diagonal matrix, with the elements on the diagonal representing the amount of

virtual inertia that are placed at the corresponding locations, and xvi is the virtual inertia

frequency state-variable, a sub-set of the state-variable vector of the system. The closed-

loop state-space model is thus, as follow:

ẋ = (A−B ·K)x (4.9)

y = (C −D ·K)x (4.10)

The governor regulates the speed of the prime-mover, which drives the generator. The

governor is modeled with a gain and a first-order lag time constant using the following

transfer-function in the Laplace domain [74].

Pgovernor,i = −Ki ·
1

1 + Tlag · s
· ωi (4.11)

• Pgovernor,i: The change in power output due to governor action.

• Ki: The gain is equal to 1/ρ, where ρ is the droop parameter of governor i.

• Tlag: This is the time constant representing the delay in governor action.

• ωi: The frequency deviation measured at the local bus i.

70



4.3 State-space model of the power system

The state-space representation of equation (4.11) is derived as follow. With Pgovernor,i

as the output Y , and ωi as the input U of the transfer-function, the state-variable is

represented by X, and equation (4.11) is re-written as:

Y

X
· X
U

= −Ki ·
1

1 + Tlag · s
(4.12)

By selecting the numerator to equal Y
X

, the following is obtained:

Y = −Ki ·X (4.13)

The equation is in the form, y = C · x, thus the output matrix is Ci = −Ki.

The denominator of equation (4.12) is set equal to X
U

, thus the following is obtained:

U = X + Tlag · s ·X (4.14)

Take the inverse Laplace transform:

u = x+ Tdelay · ẋ (4.15)

Rearrange for the derivative:

ẋ = − 1

Tdelay
· x+

1

Tdelay
· u (4.16)

Equation (4.16) is now in the form ẋ = Ax+Bu, which means, Ai = − 1
Tdelay

and

Bi = 1
Tdelay

. The Ai, Bi, and Ci parameters of each governor in the network are entered on

the diagonal of the (n× n) matrices Ag, Bg, and Cg respectively, where n is the number

of buses and i the index.

The virtual inertia are used a negative feed-back loops that measure the frequency at

the local bus and inject active power accordingly. The virtual inertia is modeled as

proportional and derivative control (PD-control). The transfer-function in the Laplace

domain is as follow [72]:

Pvirtual,i =
mi · s

(Tmeas · s+ 1)(Tlag · s+ 1)
· ωi (4.17)

• Pvirtual,i: The change in power output due to the virtual inertial response.

• mi: The gain is equal to the amount of virtual inertia [MW·S2].
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4.4 Cost-function

• Tlag: This is the time constant representing the delay in virtual inertial response.

• Tmeas: The time constant representing the sampling of the system frequency.

• ωi: The frequency deviation measured at the local bus i.

Using the same derivation process as for the governor, the state-space model is derived

from the transfer-function.

Ai =

[
−Tmeas+Tlag

Tmeas·Tlag
− 1
Tmeas·Tlag

1 0

]

Bi =

[ 1
Tmeas·Tlag

0

]
Ci =

[
mi 0

]
Similar to the governor, the Ai, Bi, and Ci parameters of each virtual inertia source in the

network is entered on the diagonal of the (n × n) matrices Av, Bv, and Cv respectively,

where n is the number of buses and i the index.

The aggregated matrices and vectors of the governors and virtual inertia sources are

used to create an augmented state-space representation of the power system, with an

augmented state-vector:

x =


δ
ω
xg
xv


4.4 Cost-function

The H2 -norm captures the energy amplification in a system when it is subjected to a

disturbance impulse. In general, a controller aimed to minimise the energy amplification

can lead to very large input signals that may saturate the actuators. It is thus, necessary

to include the input signal in the cost-function for a realistic controller design. The opti-

mal controller thus, minimises the energy consumed by the system for maximum rejection

performance against a disturbance input [75].

The H2 -norm is the energy of the output of a system [76] [75]:

ẋ = Ax+B(u+ ν) (4.18)

y = Cx+Du (4.19)
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4.4 Cost-function

in response to a vector impulse function ν.

The yi(t)−component to the impulse in νj−channel is:

yij(t) =

{
Cie

AtBj, t > 0

0, t ≤ 0
(4.20)

g(t) :=

y1,1(t) · · · y1,m(t)
...

. . .
...

yp,1(t) · · · yp,m(t)


The H2 norm of the system is the sum of the energies of yij(t).

|G(·)|2 =
√∫∞

0

∑p
i=1

∑m
j=1 y

2
ij(t) dt (4.21)

=
√∫∞

0
trace [gT (t)g(t)] dt (4.22)

Writing equation (4.22) in vector form:

|G(·)|2 =

√∫∞
0

trace
[
(CeAtB)T CeAtB

]
dt (4.23)

=
√

trace
[
BT
∫∞

0
eAT tCTCeAt dt B

]
(4.24)

The observability gramian (Po) of a system is defined as:

Po =

∫ ∞
0

eA
T tCTCeAt dt (4.25)

The importance of the observability gramian, (Po), is that it can be computed without

integration, but as a solution of the Lyapunov equation:

PoA+ ATPo + CTC = 0 (4.26)

By solving equation (4.26) for Po, the H2 norm, used for optimisation, is then finally

computed as follow:

|G(·)|2 =
√

trace [BTPoB] (4.27)

For details about the Lyapunov equation, Lyapunov stability theory and the observability

gramian, the reader is referred to appendix D.
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4.5 5-bus network simulation test

4.5 5-bus network simulation test

A 5-bus network, as depicted in figure 4.3, was used for the initial test of the optimisation

scheme. This section will explain the procedure from single-line diagram to cost-function,

and finally the results.

4.5.1 Single-line diagram model

Figure 4.3: 5-bus network.

The 5-bus network has two 800 MVA synchronous generators. The generator connected to

bus B1, which is also the reference machine, outputs 362 MW and has an inertia constant

H = 6.63 seconds. The second synchronous generator is connected to bus B3, outputs 522

MW and has an inertia constant of 8.37 seconds. Using equation (3.9), the aggregated

inertia is H = 7.5 seconds. The network contains two loads. The load at bus B3 sinks

80 MW and zero reactive power, since only real power is of interest. The second load is

located at bus B2 and consumes 804 MW and zero Mvar. Two transformers, one between

B1 and B5, and one between B3 and B4, transform the 15 kV to 345 kV. Static var
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4.5 5-bus network simulation test

systems (SVS) are used to keep the voltage at each bus at 1 per-unit value, since this is

part of the assumption to simplify the model. Three 345 kV transmission lines complete

the 5-bus network model.

4.5.2 Graph theory and model construction

Algebraic graph theory has a significant role in the study of electrical networks. These

networks range from small integrated circuits to large-scale continental-size power sys-

tems. Early electrical circuit analysts developed and studied many fundamental results of

electrical networks and the theory of graphs. Algebraic graph theory and electrical net-

works share a long history of joint development. Gustav Kirchhoff pioneered and formed

the foundations of electrical circuit modeling and analysis. The development of algebraic

graph concepts and theory was motivated by the work of Kirchhoff and the published

work of Leonhard Euler with the title ”Solutio problematic as geometriam situs pertinen-

tis”, which translates to ”The solution of a problem relating to the theory of position”.

Algebraic graph theory concepts and constructions have enabled fundamental advances

in the theory of electrical networks. It is in graph-theoretical language that Kirchhoffs

laws are most powerfully expressed. It is through matrix theory that the discrete na-

ture of graphs is most powerfully analyzed. It was through the advancement of matrix

theory that graphs are expressed and its discrete nature is analysed in a powerful way.

The concepts and fundamental advancements in electrical network theory are due to the

development and construction of algebraic graph theory. It is through graph theory that

Kirchhoffs laws are powerfully expressed and used. Graph theory, matrix analysis, and

electrical networks have a strong relationship and should be used in a complementary

manner [77].

Graph theory is an interdisciplinary area. Everything in the world is linked, cities are

linked by streets, rails, and flight networks. Web-pages on the Internet are linked by

hyper-links. Components of an electric circuit are connected, Social Networks, Fraud

patterns, Power consumption patterns etc. Once a problem is modeled as a graph it

can be solved at more abstract levels and thus, open for optimisation techniques such as

cost-function minimisation.

Using graph theory to model the power system, opens the possibility to analyze and

optimise the power-flow, location of distributed renewable power plants, and auxiliary

services to ensure the stability and reliable operation of the power system. Graph theory

is useful for studying the integration of renewable energy in the power system in terms of

placement of virtual inertia and power-flow optimisation.
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4.5 5-bus network simulation test

Figure 4.4: 5-bus network graph model.

The single-line diagram is first simplified to the graph, as seen in figure 4.4. The black

dots are called nodes or vertices, which are the terminal of a bus or sub-station. The line

connecting any two vertices is called an edge, which represents transmission lines. The

number of edges connected to a vertex is known as the degree of that vertex. The rank

of a graph is, n− 1, where n is the number of vertices. A graph G is thus an ordered pair

G = (V,E) where V is a finite set of vertices and E is a set of 2-subsets of V . The graph

model in figure 4.4 is described as follow:

V = {1, 2, 3, 4, 5} (4.28)

E = {{1, 5}, {5, 2}, {5, 4}, {2, 4}, {4, 5}} (4.29)

By converting the single-line diagram to a graph model provides a mathematical represen-

tation of the topology of the network. This is useful for analyzing interconnectivity and

power flow paths. To convert the single-line diagram in PowerFactory to a mathematical

graph model, a Python script was developed to gather all the network components from

the single-line diagram. The gathered data was then categorised according to the type of

element, and then labeled numerically as shown in tables 4.1, 4.2, and 4.3.

Bus (name) Bus number
Voltage

[kV]

Voltage

[p.u.]

Voltage angle

[degrees]

B1 1 15 1 0

B2 2 345.9 1 -18.9

B3 3 15 1 0.5

B4 4 345.6 1 -2.0

B5 5 345.9 1 -4.2

Table 4.1: 5-bus network buses (nodes).
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4.5 5-bus network simulation test

Line (name) Bus 1 Bus 2
Reactance

[Ohm]

Apparent power

rating [MVA]

Line B2-B4 2 4 119 345

Line B5-B2 5 2 59.5 345

Line B5-B4 5 4 29.75 345

Table 4.2: 5-bus network transmission lines.

Transformer

(name)
Bus 1 Bus 2

Reactance

[p.u.]

Apparent power

rating [MVA]

Trf B1-B5 1 5 0.16 800

Trf B4-B3 4 3 0.08 800

Table 4.3: 5-bus network transformers.

The reactance of the transformers in table 4.3 are given in per-unit (p.u.) according to

the apparent power rating of the specific transformer. To calculate the actual reactance

of the transformer in regard with the network, base values for the network was chosen as

follow:

• Sbase(network) = 800 MVA

• Vbase(line−to−line) = 345 kV

• Zbase(network) = V 2
base(line−to−line)/Sbase(network)

With the base values and using the values in table 4.3 the per-unit reactance of the

transformers in regard to the network are calculated as follow:

xtrf(network)[p.u.] = x[p.u.] · (Sbase(network)/Sbase(transformer)) (4.30)

The actual value of the transformer reactance is calculated using the new per-unit value

and the base impedance of the network:

xtrf = xtrf(network)[p.u.] · Zbase(network) (4.31)

With the transmission line and new transformer reactance, the B-matrix can be con-

structed, as derived in section 4.2. As mentioned before in section 4.2, the entry of the
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4.5 5-bus network simulation test

reference bus must be removed to avoid singularity in the B-matrix. In this case bus B1

is the reference bus, since it is connected to the reference machine and the voltage angle

at B1 is zero degrees. After the edges (E) between the vertices (V) of the graph G(V,E)

has been established, Kirchhoff’s current law (KCL) method was utilised for the active

power flow, to find the vertices where real power is sourced (generation buses) and where

real power is sinked (load buses), and thus a power injection vector was created with the

following result:

Bus

(Vertex)

Power

[MW]

1 360

2 -800

3 440

4 0

5 0

Table 4.4: Real power injection vector.

4.5.3 Verify graph model

Using the B-matrix, the real power injection vector as presented in table 4.4, and re-

arranging equation (4.5) the voltage angles at each bus/vertex can be calculated and

compared to the original single-line diagram model to verify the reconstructed mathe-

matical model. The voltage angle results are summarised in table 4.5.

δ = B−1 · P (4.32)

Bus

(Vertex)

Single-line model

voltage angle (degrees)

Graph model

voltage angle (degrees)

1 0 0

2 -18.9 -18.692

3 0.5 0.523

4 -2.0 -1.998

5 -4.2 -4.125

Table 4.5: Compare single-line with graph model using node voltage angles.

Analyzing the results from table 4.5, it can be seen that the graph model (linearised

power-flow calculation) and the single-line model (non-linear power-flow calculation) are

very close in comparison, with the largest deviation 0.2 degrees. For a linear power-flow
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4.5 5-bus network simulation test

calculation on the single-line diagram model, the comparison improves, with the voltage

angles agreeing with at least two decimal points.

4.5.4 Optimal virtual inertia allocation

After the model was verified the cost-function was setup as described in section 4.4. The

optimisation script uses all the vertices (5-buses) as possible locations for the placement

of virtual inertia, thus allowing complete location freedom. The cost-function is setup

to expect a disturbance at all five buses and thus, have equal weights in the Q-matrix

of equation (4.1). The inertial response effort matrix, RM , from equation (4.2) also dis-

tributes the weight uniformly. The total virtual inertia budget is Mtotal = 50 MW·s2.

The interior-point-method and the genetic algorithm was utilised to minimise the H2 -

norm cost-function. The genetic algorithm found the lowest point in the cost-function

and the allocation result is as follow:

Figure 4.5: Optimal allocation of virtual inertia for the 5-bus network.

From figure 4.5 it is seen that virtual inertia are mainly allocated to buses 1 & 3. Bus 3

is allocated the most virtual inertia (19.017 MW·s2), and bus 1 takes the second largest

share (14.023 MW·s2) of the allocated virtual inertia. The total allocated virtual inertia

(Mtotal) is 33.06 MW·s2, thus 16.94 MW·s2 remains from the given budget of 50 MW·s2.

The optimal allocation result was then implemented on the 5-bus network. A load step-up

(10%) disturbance was executed on bus 2 (80.4 MW increase) to trigger a generation/load

imbalance, which simulates a low-frequency event and thus, activate an inertial response

79



4.5 5-bus network simulation test

from the power system. The results for a sub-optimal and an optimal virtual inertia

allocation were obtained and are compared in the following section.

4.5.5 Power system simulation results

The DigSilent PowerFactory simulation of the single-line diagram model with the allocated

virtual inertia was performed and the results for two allocation scenarios are shown and

compared in table 4.6. The first allocation scenario does not make use of the optimal

results, but rather a random distribution of virtual inertia. The second allocation makes

use of the virtual inertia distribution that minimises the H2 -norm cost-function. The

result metrics used for comparison are as follow:

• H2-norm: The value of the cost-function to minimise.

• Mtotal: The total virtual inertia used for the allocation [MW·s2].

• Frequency nadir: The lowest point of the frequency deviation [Hz].

• RoCoFmax: The maximum RoCoF during the frequency excursion [Hz/s].

• RoCoFavg: The average RoCoF till the point of frequency nadir [Hz/s].

• Pinertia: The maximum power injection from the virtual inertia [MW].

• Einertia: The energy used in the inertial response [MJ].

Allocation 1 (sub-optimal) Allocation 2 (Optimised)

H2-norm 2.71× 107 2.052× 106

Mtotal 50 MW·s2 33.06 MW·s2

Frequency nadir 49.906 Hz 49.93 Hz

RoCoFmax -4.127 Hz/s -1.373 Hz/s

RoCoFavg -0.058 Hz/s -0.048 Hz/s

Pinertia 127.4 MW 26.5 MW

Einertia 59.81 MJ 2.33 MJ

Table 4.6: Optimal allocation of virtual inertia for 5-bus network simulation results.

Comparing the results of the two scenarios, it is seen that the optimal allocation does

not use the full budget of virtual inertia and still delivers a more desirable response. The

optimisation results in a higher frequency nadir compared to the sub-optimal allocation.

The maximum RoCoF is reduced from -4.127 Hz/s to -1.373 Hz/s, which is a significant

improvement in frequency stability. The average RoCoF from the point of disturbance

to frequency nadir improved from -0.058 Hz/s in allocation 1 to a lower -0.048 Hz/s in
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allocation 2. Comparing the power injection from the virtual inertia sources for the inertial

response, the first allocation reached a maximum output of 127.4 MW, where allocation

2 reached a peak of 26.5 MW, which is substantially less real power. The energy required

for the virtual inertia reduced from 59.81 MJ to 2.33 MJ which is a significant result for

maintaining and improving system stability.

4.6 Western TX case study

A case study was done on the Eskom western transmission network. This network does

not possess any large generation plants except for Koeberg nuclear power station, which

consists of two 1072 MVA generators, each with an inertia constant H = 5.61 seconds.

The optimisation and test were performed considering the trip of Koeberg nuclear power

plant. The optimal allocation result are presented in figure 4.7. Table 4.7 summarises the

results for three scenarios.

4.6.1 Building the power system model and optimisation script

Three python scripts were developed to interact with the simulation software, DigSilent

PowerFactory 2017. The first script, extraction.py, was developed to walk through the

contents of the single-line diagram model and extract the following elements from the

model, see figure E.2 in appendix E for the script flow-diagram:

• Buses: These are the terminals of the substations, which will form the nodes or

vertices of the graph model. The attributes collected from a bus included the name

of the bus (e.g. Palmiet 400 BB2) and the voltage angle (e.g. −7.59◦) at the bus.

• Transformers: These connect buses of different voltages in a sub-station. The at-

tributes gathered were the name (e.g. Acacia 132/33 T5), the names of the two

connecting buses (e.g. Acacia 132 BB1 & Acacia 33 BB1), the apparent power

rating [MVA], and the per-unit reactance [p.u.].

• Branches: This is the transmission lines connecting sub-stations together through

the buses. The information collected form the branches were, the name of the

branch (e.g. Droerivier-Hydra 400 2), the reactance [Ohm], voltage [kV], and the

active power-flow [MW] in the branch.

• Generators: These inject power into the network, and since they are synchronous

machines they are also the source of inertia for frequency stability. The information

obtained includes, the name of the generator (e.g. Koeberg Gen1), apparent power

rating [MVA], voltage [kV], and active power dispatched [MW].
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The next four scripts were developed in Matlab. These scripts are graph.m, state-space.m,

H2 construction.m and GArev1.m. The purpose of these three scripts is to develop the

graph model, build a state-space representation of the power system network, construct

the H2 -norm cost-function, and lastly setup the optimisation function to minimise the

cost-function.

The script graph.m imports the data extracted from the python script, extraction.py. The

script graph.m reduces the list of buses, by aggregating parallel buses which have similar

names and voltage angles, as indicated in figure 4.6. See figure E.3 in appendix E for the

graph.m script flow-diagram.

Figure 4.6: Parallel buses in Gromis sub-station.

From figure 4.6, where Gromis sub-station is used as an example, it can be seen that

there are two sets of parallel buses {Gromis 220 BB1, Gromis 220 BB1} and {Gromis 66

BB1, Gromis 66 BB2}, these parallel buses does in fact form one bus through a breaker

switch. Thus, for simplifying the model these parallel buses are aggregated to form one

single-bus. After the list of buses were reduced, each bus were assigned a number, which

represents the specific bus. The bus vector is presented in appendix C. The bus-vector

size is 56× 1.

After the bus vector is created, the second step is to create a list of transformers in the

network. The names of the two connecting buses of each transformer are replaced with

the corresponding number of each bus. In terms of the graph G(V,E), the transformers
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form the edges (E) connecting buses or vertices (V). The transformer’s per-unit reactance

where converted to an equivalent reactance, sharing a common system base and the ap-

propriate voltage base values, through the use of equations (4.31 & 4.30). As in the case

of the parallel identical buses, there exists also transformers operating in parallel as seen

in figure 4.6. The transformers operating in parallel are aggregated to form a single con-

nection or edge between the two vertices of interest. To form an aggregated transformer,

the parallel transformers susceptance (in this case it is the negative of the inverse of the

reactance) were added, the apparent power ratings were summed, and the active power

was summed to create the aggregated transformer. The vertices of interest are thus, only

connected with one edge.

To build the branch vector required to analyse the name of the branch. The name of a

branch comes from the buses that the branch connects, thus the name Acacia-Koeberg

132 2 means that the branch connects the 132 kV buses of Acacia and Koeberg together.

The names of the connecting buses are then replaced with the corresponding vertex num-

bers, thus forming the edges between the vertices of interest. Like the buses and trans-

formers, the parallel branches are aggregated to a single branch to reduce the number of

edges between two specific vertices to one edge.

To finish the graph model the admittance matrix (B-matrix) and the power injection

vector are created. The admittance matrix puts weights on the edges of the of the graph

G(V,E). These weights are required to calculate the power-flow between two vertices,

as shown in equation (4.4). The admittance matrix is an n× n matrix and is calculated

using the branch and transformer reactance as follow to create a single admittance matrix.

The off-diagonal elements (k 6= j):

Bkj = − 1

xkj
(4.33)

The diagonal elements (k = j):

Bkk = − 1

xk
+

N∑
j=1,j 6=k

(
− 1

xjk

)
(4.34)

After the edges (E) between the vertices (V) of the graph G(V,E) has been established,

Kirchhoff’s current law (KCL) method was utilised for the active power flow, to find the

vertices where real power is sourced (generation buses) and where real power is sinked

(load buses). In an AC system, active power flows from the bus with the higher voltage

angle to the bus with a lower voltage angle, thus the voltage angle of the two buses of
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interest were compared to find the direction of the power flow between the two buses.

The second Matlab script, state space.m builds the swing equation in vector form, thus

the frequency dynamics at each bus is captured. Equation (3.8), which describes the

relationship between the inertia constants H and M , was used to calculate the inertia M

for the vertices representing a synchronous generation bus. The inertia, M , and damping,

D, of each generator is stored respectively on the diagonal of two n × n matrices. The

state-space model is then constructed as derived and explained in section 4.3. The simi-

larity transform is operated on the state-space matrices (A, B, and C) to diagonalise the

Jacobian matrix, thus the new matrices are AS, BS, and CS. The governor and virtual

inertia state-space matrices and vectors, as derived in section 4.3, are added to the power

system state-space model to create one an augmented model, see figure E.4 in appendix

E for the script flow-diagram.

The next Matlab script, H2 construction.m, takes the augmented state-space model and

the energy metrics (4.1) and (4.2) to construct the H2 -norm cost-function. To evaluate

the system’s energy amplification due to a disturbance input, a term Fν, is added to the

state-variable dynamics.

ẋ = Ax+Bu+ Fν (4.35)

Where G is a matrix encoding the location of the disturbance and applies a gain to the

disturbance vector ν. The location of the selected disturbance, was at bus 33, which rep-

resents Koeberg power plant as shown in appendix C. The feed-back gains of the virtual

inertia models are placed in the system’s feed-back matrix, K, according to the augmented

state-variable vector.

Equations (4.1) and (4.2) were used to build the performance output, ypm, which will be

included in the H2 -norm cost-function metric. The performance metric is as follow:∫ ∞
0

yTpm · ypm dt =

∫ ∞
0

ωT ·Q · ω + pTvirtual ·Rm · pvirtual dt (4.36)

Where

ypm =


0 0 0 0

Q
1
2CS 0 0 0

0 0 0 0

0 0 0 0



δ

ω

xg

xv

+


0

0

0

R
1
2

u (4.37)
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With ypm in the form y = Cx+Du. The closed-loop system is thus,

ẋ = (A−B ·K)x+ Fν (4.38)

ypm = (C −D ·K)x (4.39)

The cost-function as derived before in section 4.4, and using the closed-loop state matrices,

the cost-function is written as:

H2 = |G(·)|2 =
√

trace [F TPoF ] (4.40)

Refer to figure E.5 in appendix E for the H2 construction.m script flow-diagram.

The last Matlab script is GArev1.m. This script configures the optimisation tool by set-

ting the constraints and creating the format for the result output. The virtual inertia

allocation lower bound was set to zero MW·s2. The upper bound was set to 25 MW·S2,

thus providing sufficient freedom to concentrate the placement of virtual inertia if that

minimises the cost-function. The total virtual inertia budget was set to 80 MW·s2, which

is the same amount provided by Koeberg power plant.

Refer to figure E.6 in appendix E for the GArev1.m script flow-diagram.

The genetic algorithm was deployed to minimise equation (4.40). The virtual inertia

distribution which resulted in the best obtained minimisation of equation (4.40), is shown

in figure 4.7.

Figure 4.7: Optimal allocation of virtual inertia for the South African western TX.
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The next two python scripts are, calc inertia setting.py and Apply VI settings.py. The

script calc inertia setting.py retrieves the result from the optimisation output and divides

the virtual inertia allocated to a particular bus to specific control-loop parameters, for the

individual units in the RPP, refer to figure E.7 in appendix E for the script flow-diagram.

The last script, Apply VI settings.py, interfaces with DigSilent PowerFactor simulation

software and configure the individual RPPs and their units according to the virtual iner-

tia control parameters as calculated by calc inertia setting.py. Figure E.8 in appendix E

presents the flow-diagram for the script Apply VI settings.py.

4.6.2 Case study sumulation results

The single-line diagram with the configured parameters and the disturbance, at Koeberg

power plant, were simulated for three scenarios. The first scenario is for a high pen-

etration of inverter-based generation, but with no virtual inertia implementation. The

second scenario includes virtual inertia implementation, but the allocation of the virtual

inertia is not according to the optimisation result. The third scenario uses the optimi-

sation result. The results of the three scenarios are summarised and compared in table 4.7

Table 4.7: Simulation test results

No virtual

inertia

Sub-optimal

allocation

Optimal

allocation

Average

RoCoF [Hz/s]
-0.111 -0.102 -0.068

Control

effort [MJ]
N/A 392.814 366.978

Frequency

nadir [Hz]
48.968 49.012 49.064

Time to

nadir [s]
10.372 10.686 14.843

From a control system perspective the optimisation strives to make the power system

critically damped. The significance of a critically damped system is it allows the system

to converge to equilibrium the fastest and without oscillations [78]. Critical dampening

is important to prevent large power and frequency oscillations, as well as reducing the

amount of time the system can’t respond to new disturbances.
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4.6 Western TX case study

The results presented in table 4.7 indicates that the optimal virtual inertia allocation

reduces the RoCoF from -0.102 Hz per second to -0.068 Hz per second, while using 25.836

MJ less energy than the sub-optimal allocation. The results also show that the inertia

does not improve the frequency nadir very much, but delays the time when the nadir is

reached. Comparing the time to nadir for the sub-optimal versus the optimal allocation,

it is seen that the two nadirs are close in value, however, the optimal allocation reaches

its nadir 4.157 seconds later than the sub-optimal allocation’s frequency nadir. Another

interesting note about the results is that, comparing the case with no virtual inertia to

the sub-optimal case, it is noted that the virtual inertia did not improve system stability

significantly if the placement of virtual inertia is inefficient and not according to the

optimal distribution.
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Chapter 5

Summary and Conclusions

5.1 Conclusions.

Investigating the impact of future high RES penetration, it was noted that inverter-based

generation is the fastest growing generation source. It is thus, inevitable that inverter-

based RES generation will contribute a significant or even a majority share towards the

generation mix of the future power systems. With high share of inverter-based RES in

the generation mix comes increased variability and thus, a greater need for flexibility is

required since balancing the generation with variable load demand becomes a greater chal-

lenge. From a transient stability perspective, increased inverter-based RES deteriorates

the system’s frequency stability, as a result from the decline in system inertia. This leads

to fast transient response dynamics and increases the difficulty for frequency control. The

SAGCC only makes provision for RES to participate in primary/droop control during

over-frequency events, however, RES plants are not required to assist in inertial response,

during low-frequency events.

Power system stability was reviewed considering the three pillars, rotor angle, voltage

and frequency stability. For high penetration of inverter feed-in, the responsibility of ro-

tor angle (which becomes voltage angle for inverters) and frequency stability shifts to the

technology replacing the synchronous generator. The decline in system inertia means that

the power system becomes more sensitive to disturbances. A disturbance on the system

influences the system states (voltage angle and frequency) to deviate from the desired

equilibrium point.

It was seen in chapter 3 that due to conventional power plants being dispatched based

on the residual load, which is more variable then the actual system load, the number of

online synchronous generators varies over time. The impact of varying amount of online

synchronous generators directly influences the system inertia. The variability in system
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inertia translate to variability in system stability, leading to an unpredictable and unre-

liable power system.

For a system with a low quantity of inertia the focus shifts to the distribution of inertia

within a multi-area network to maximise the performance of the frequency response in

order to maintain adequate stability margin. To mitigate the decline in inertia and to

control the distribution of inertia in a network, virtual inertia was investigated and simu-

lated for wind and solar PV plants. The results for both cases shows an improvement in

the system’s frequency response to a generation/load imbalance disturbance input.

The swing equation shows the interaction between voltage angle, frequency, power-flow,

damping and inertia. The equation indicates that higher quantity of inertia increases the

stability of the frequency. This is true for one synchronous generator, however in a net-

work of multiple synchronous generators, which oscillate against each other, the location

of inertia becomes important. The significance of inertia distribution was seen during

different simulations using the same amount of total system inertia, but with different

distributions, which leads to different frequency responses.

Since the performance of the frequency response depends on the location of the inertia

and not solely on the inertia quantity, the total system inertia was discarded as a stability

metric. Energy metrics where used to construct a cost-function to evaluate the system

stability. The H2 -norm cost-function was constructed with the use of graph theory to

represent the system in the state-space domain. The genetic algorithm was used to find

the distribution of virtual inertia that minimises the cost-function.

A small 5-bus network was used to test the optimisation. The simulation of the 5-bus

network with optimal virtual inertia allocation showed promising results, which lead to

the testing of larger networks and ultimately to the Western TX network of Eskom. The

Western TX optimisation results indicates a significant improvement in RoCoF. The time

to reach the same frequency nadir is extended with 4.16 seconds for the optimal alloca-

tion. The energy used for the inertial response is 25 MJ less for the optimal distribution.

The average power used for the sub-optimal scenario is 36.76 MW, where the optimal

allocation used on average 24.72 MW, i.e. 12.04 MW less power.

The final conclusions on the virtual inertia allocation simulations and the stability analy-

sis is that the amount of inertia alone is not a satisfactory metric for frequency stability,

since similar amounts of inertia result in different performances for different allocations.

Inertia emulation at every node can be decremental to stability performance, thus loca-

tion of inertia matters with respect to the disturbance input location, network topology,
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location of generators and loads, and power-flow paths.

To summarise, inverter-based RES generation integration introduces increased variability,

uncertainty and uncontrollability into the power system. This leads to increased difficulty

in balancing generation with load, which results in decreased frequency stability. The re-

placement of synchronous generators with inverter-based generation reduces the system

inertia, making the power system behavior more ”nervous” during a disturbance on the

system. Further drawbacks include increased ramp-rates and cycling of conventional dis-

patchable power plants, which reduces the life-span of the power plant and increases the

maintenance costs. To combat these issues the power system needs high flexibility. This

requires balancing reserve and fast acting operational reserves. This is where RES can

contribute to the system’s flexibility through curtailment and providing virtual inertia to

restore the system’s declining inertia. It is difficult to define a hard limit for RES pene-

tration, since increased VRE has an aggregation effect. The benefits of VRE aggregation

increases with increased wide-spread distributed RES plants. Aggregation reduces vari-

ability, uncertainty and to a less extend uncontrollability. This makes balancing easier,

decreases maximum ramp-rates and the amount of cycling of power plants. Thus, utilises

less of the power system’s flexibility, and requires less operating reserve.

5.2 Recommended Future Work

Plenty of research is done on generating renewable energy, however, these sources must

eventually be integrated into the power system. For safe and reliable operation of the

power system with high share of inverter-based VRE in the total generation mix, more

research is required and solutions for integrating these sources. In terms of frequency

stability, further research on virtual inertia or similar fast power response mitigation

techniques are required to compensate for the variability of RES and limit the influence

of disturbances on the system. Research on activation schemes for virtual inertia is nec-

essary to insure no false triggers, yet fast response is obtained.

Further research is needed on the aggregation of VRE generation, especially for wind,

since the aggregation of variable sources operate differently than individual generation

units or plants and reduces variability. This should be complemented with a research on

favorable locations for RES development and integration. This research would greatly

complement the work done on optimal allocation of virtual inertia.

Additional work can be done on probabilistic models for disturbance event forecasting,

which can be used in the optimisation of virtual inertia allocation, to configure the power
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system, using the virtual inertia, for the most anticipated disturbance event and its loca-

tion.

Modeling the power system using graph theory and state-space modeling allows for more

abstract simulations and optimisation, which is network specific. For a large power sys-

tem the model can become large with many inputs and outputs across the network. To

reduce the network model, while maintaining system information, Kron-reduction can be

implemented to reduce the number of nodes used. Kron-reduction is the basis for the

well-known star (Y) to delta (∆) transformation, which reduces four nodes to three nodes

while maintaining information about the system. This reduction decreases the amount of

computations and thus, results in shorter simulation time and faster optimisation.

Further work should be done using graph theory on power system networks. With the

network being described mathematically in matrix form, the propagation of a disturbance

in the network can be analyzed and studied, to implement mitigations effectively.
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Appendix A

The Swing Equation

Reference [63] derives the swing equation.

Using Newton’s second law of motion, the synchronous machine’s rotor motion is de-

scribed by:

Jαm(t) = Tm(t)− Te(t) (A.1)

where,

J : moment of inertia of the rotor [kg·m2].

αm : rotor’s angular acceleration [rad/s2].

Tm : net torque supplied by prime mover [N·m].

Te : net electrical torque, which accounts for the generator’s electrical power output [N·m].

The angular acceleration is defined as:

αm(t) =
dωm(t)

dt
=
d2θm(t)

dt2
(A.2)

with

ωm : rotor angular velocity [rad/s].

It is convenient to measure the rotor angular position with respect to a synchronously

rotating reference axis instead of a stationary axis. we define

θm(t) = ωmsyn · t+ δm(t) (A.3)
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where,

ωmsyn : synchronous angular velocity of the rotor, rad/s

δm : rotor angular position with respect to a synchronously rotating reference, rad

Using equation (A.2) and (A.3), (A.1) becomes

J
d2θm(t)

dt2
= J

d2δm(t)

dt2
= Tm(t)− Te(t) (A.4)

It is also convenient to work with power rather than torque, and to work in per-unit rather

than in actual units. Accordingly, we multiply (11.1.5) by ωm(t) and divide by Srated, the

three-phase volt-ampere rating of the generator:

Jωm(t)

Srated

d2δm(t)

dt2
=
ωm(t)Tm(t)− ωm(t)Te(t)

Srated
(A.5)

Finally, it is convenient to work with a normalised inertia constant, called the H constant,

which is defined as

H =
stored kinetic energy at synchronous speed

generator volt-ampere rating
(A.6)

H =
1
2
Jω2

msyn

Srated
(A.7)

Solving equation (A.7) for J and using equation (A.5),

2H
ωm(t)

ω2
msyn

d2δm(t)

dt2
= P(m)p.u.(t)− P(e)p.u.(t) (A.8)

Defining per-unit rotor angular velocity,

ωp.u.(t) =
ωm(t)

ωmsyn(t)
(A.9)

Equation (A.8) becomes,

2H

ωmsyn
ωp.u.(t)

d2δm(t)

dt2
= P(m)p.u.(t)− P(e)p.u.(t) (A.10)

For a synchronous generator with P poles, the electrical angle relates to the mechanical

angle,
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α(t) = P
2
αm(t)

ω(t) = P
2
ωm(t)

δ(t) = P
2
δm(t)

Similarly, the synchronous electrical radian frequency is

ωsyn = P
2
ωmsyn

The per-unit electrical frequency is

ωp.u.(t) =
ω(t)

ωsyn
=

2
P
ω(t)

2
P
ωsyn(t)

=
ωm(t)

ωmsyn
(A.11)

Equation (A.10) can now be written as

2H

ωsyn
ωp.u.(t)

d2δ(t)

dt2
= P(m)p.u.(t)− P(e)p.u.(t) (A.12)

Modifying equation (A.12) to include a damping torque anytime the generator deviates

from its synchronous speed, with its value proportional to the speed deviation

2H

ωsyn
ωp.u.(t)

d2δ(t)

dt2
= P(m)p.u.(t)− P(e)p.u.(t)−

D

ωsyn

dδ(t)

dt
(A.13)

Equation (A.13) is a second-order differential equation that can be rewritten as two first-

order differential equations. Differentiating equation (A.3)

dδ(t)

dt
= ω(t)− ωsyn = ∆ω(t) (A.14)

2H

ωsyn
ωp.u.(t)

dω(t)

dt
= P(m)p.u.(t)− P(e)p.u.(t)−

D

ωsyn

dδ(t)

dt
(A.15)

or

2H

ωsyn
ωp.u.(t)

d∆ω(t)

dt
= P(m)p.u.(t)− P(e)p.u.(t)−

D

ωsyn
∆ω(t) (A.16)
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Appendix B

Power System Modeling

This chapter gives an overview of the modeling of the power system components and

explains how the simulation software, DigSilent PowerFactory 2017, was used to model

and simulate the power system. The system component models included in this chapter

are: synchronous machine, transmission line, transformer, load, Wind turbine generator

(WTG) and Solar PV generation.

B.1 Synchronous machine

There are various models with different complexities, ranging from low to high order

representations, depending on the simulation objectives. Figure B.1 presents a cross-

section of a simple 2-pole, 3-phase synchronous machine.

Figure B.1: Basic structure of synchronous machine.
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B.1 Synchronous machine

The following notation x indicates the current [A] direction coming out of the page and

x’ (with apostrophe) indicates the current direction going into the page. The structure

consists of three-phases (a, b, and c). Each phase has one pole-pair which generates a

magnetic field vector. Each vector is separated by an angle of 120◦. The magnetic axis of

phase a is used as reference for the rotor angle. The rotor contains DC excited windings,

known as the field windings, fd, which creates the rotor magnetic filed.

In order to simplify the control of the three-phase generator, the three-phase abc reference-

frame is converted to the rotating dq0 reference frame. For balanced three-phase signals

the Clarke transform is a space vector transformation of a three-phase coordinate system

(abc) into a stationary two-phase reference frame (αβ0). The Clark transform is as follow

[79] [80]:

fαfβ
f0

 =
2

3


1 −1

2
−1

2

0
√

3
2
−
√

3
2

1
2

1
2

1
2

×
fafb
fc

 (B.1)

Note that for a balanced system, the 0-component (fzero) will equal zero and thus, can be

neglected. The second and last transformation is the Park transform. The Park transform

converts vectors from a stationary reference frame (XYZ or αβ0) to a rotating reference

frame (dq0) with an arbitrary rotating frequency. The Park transform is as follow [79]

[80]:

[
fd
fq

][ cos(φ) sin(φ)

− sin(φ) cos(φ)

]
×
[
fα
fβ

]
(B.2)

With φ being the instantaneous angle of the arbitrary frequency, ω. The AC signals now

appear as ”DC” signals in the dq0 reference frame. This allows for simplified calculations

and conventional PID-control techniques, before the inverse transforms are applied to ob-

tain the three-phase AC results. With the dq-reference frame, the synchronous generator

in figure B.1 is modeled in reference to the synchronous rotating dq-reference frame. The

rotor should at least have one field winding, creating a magnetic field along the d-axis,

which is in-line with the rotor. This is known as the model 1.0, meaning that the rotor

is represented by one field winding, zero d-axis damper winding and zero q-axis damper

windings. The model name convention is as follows: Model d :q, where d is the number

of d -axis damper windings, and q is the number of q-axis damper windings. Model 2.2 is

the most commonly used in many industrial grade transient stability simulations.
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B.1 Synchronous machine

The dq-reference frame equivalent circuits for the standard synchronous machine model

used in PowerFactory is presented in figures B.2 and B.3 [81].

Figure B.2: d-axis equivalent circuit.

Figure B.3: q-axis equivalent circuit - round rotor.

The d-axis equivalent circuit is modeled with two rotor loops, one field (excitation) wind-

ing, and one damper winding in the d-axis. The q-axis is modeled with two damper

windings in the q-axis. This model of a synchronous machine is referred to as a Model

2.2 [81]. The equivalent circuit parameters are as follows:

• Rstr: Stator resistance

• R1d: Resistance of 1d-damper winding

• Rfd: Resistance of excitation winding

• Xl: Stator leakage reactance

• Xrld: Coupling reactance between field and damper winding

• Xad: Mutual (magnetising) reactance, d-axis
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B.1 Synchronous machine

• X1d: Reactance of 1d-damper winding

• Xfd: Reactance of field (excitation) winding

• Xrlq: Coupling reactance between q-axis damper windings

• Xaq: Mutual (magnetising) reactance, q-axis

• X1q: Reactance of 1q-damper winding

• X2q: Reactance of 2q-damper winding

• R1q: Resistance of 1q-damper winding

• R2q: Resistance of 2q-damper winding

The control diagram for the synchronous generator is presented in figure B.4. The speed

of the generator is regulated by the governor, who controls the flow of steam to the

turbine by actuating a flow rate valve. The governor monitors the rotation frequency

and compares it to the reference frequency in order to adjust the power of the turbine.

The turbine converts pressurised steam, from thermal energy, to mechanical power. The

turbine functions as the prime-mover which turns the rotor shaft of the generator.

Figure B.4: Synchronous generator control diagram.

The Automatic Voltage Regulator (AVR) is a controller responsible for maintaining the

output terminal voltage constant at a set value for varying load and operations. The AVR

measures the output terminal voltage of the generator using a transformer and rectifier

circuit. The measured signal is then compared to a reference value and adjust the exciter

output accordingly. The exciter applies an DC voltage to the generator field winding,
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B.1 Synchronous machine

which is used to control the magnitude of the generator terminal voltage.

The Power System Stabiliser (PSS) improves the transient stability of the power system

by controlling the exciter in such a manner to dampen the generator’s rotor oscillations

and power output fluctuations. There are three modes of oscillations in a power system.

The first is the so called, local mode, where the local generator oscillates against the

power system. the typical local mode oscillation frequency is around 1 Hz. The second

mode is the inter-area mode, which the different areas in the interconnected system oscil-

lates against each other over long and large capacity transmission lines. The oscillating

frequency rang from 0.2 to 0.5 Hz. The last oscillation mode is the complex mode. This

mode is a combination of the local and the inter-area modes [82].

Although the power output of a generator is dictated by the prime-mover (turbine), a

change in excitation can introduce a transient power output change, see figure B.5a. The

PSS detects the rapid change in power output and computes an excitation signal, which

is added to the AVR, to combat and reduce the power fluctuation, thus dampening the

rotor angle swings/oscillations [82], as shown in figure B.5b.

(a) Output due to field excitation step input. (b) PSS reduce power and rotor oscillations.
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B.2 Transmission line

B.2 Transmission line

The three-phase transmission line π equivalent circuit model, as used by DigSilent Pow-

erFactory 2007, is presented in figure B.6. This model is derived from the single-phase

transmission line equivalent π-model. The impedance, Zabc, and admittance, Zabc, matri-

ces is as follow [83]:

Zabc =

Zs Zm Zm
Zm Zs Zm
Zm Zm Zs

 (B.3)

Yabc =

Ys Ym Ym
Ym Ys Ym
Ym Ym Ys

 (B.4)

Figure B.6: Equivalent π-circuit three-phase line model.

The notation Ys denotes the sum of all the admittances connected to the corresponding

phase. The notation Ym represents the negative of the admittance between two phases.

The self impedance is denoted by Zs, and the mutual impedance is denoted by Zm.

B.3 Transformer

The circuit equivalent model of a practical two-winding transformer is shown in figure B.7

[84]. The sub-script 1 indicates the primary side of the transformer, and the sub-script

2 indicates the secondary side. The number of primary side windings is denoted by N1,

and the number of secondary windings by N2. The component R1 represent the winding

resistance and account for the I2R losses in the primary side winding. Since the magnetic

flux is not completely confined in the core, due to finite permeability, means that not
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B.3 Transformer

all the flux produced by the primary side winding links with the secondary side winding.

The leakage reactance, X1, accounts for the leakage flux in the primary winding. In the

early days of transformers, leakage reactance was considered as negative property, which

should be minimised. It was later discovered that the leakage reactance, which forms

part of the total impedance, is useful for limiting fault currents in a power system. Thus,

high impedance transformers are utilised to prevent fault currents reaching a certain limit

value [85].

The elements Rm and Xm in the shunt brunch are used to represent the core behavior.

The resistor, Rm accounts for the core losses due to induced eddy currents and hysteresis

in the core. In a practical transformer the magnetic resistance, or magnetic reluctance

is not zero. Therefore, an excitation current, called the magnetising current is needed to

generate an alternating Magneto Motive Force (MMF) to induce a n alternating flux in

the core. The magnetising inductance is represented with the magnetising reactance, Xm

in the shunt branch [63] [85].

The elements X2 and R2 represents the secondary side leakage reactance and winding

conductor resistance respectively. The primary voltage is denoted by V1 and the secondary

by V2.

Figure B.7: Equivalent circuit of a practical single-phase 2-winding transformer.

For the analyses of circuits containing transformers, it is usually easier to work with

the equivalent circuit at a single voltage. The equivalent circuit can be referred to the

primary or the secondary side of the transformer. The circuit in figure B.7 is referred

to the primary side, as shown in figure B.8. The parameter, a, used for referring the

secondary side components to the primary side, is equal to the ratio between the primary

side and the secondary side windings [63], thus:

a =
N1

N2

(B.5)
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B.4 Load

Figure B.8: Simplified transformer model referred to primary side.

In power system studies the parameters are expressed in the per-unit (p.u.) system. For

a transformer the nominal voltage at the primary side is selected as the base voltage, and

the nominal voltage at the secondary side is selected as the base value. Thus, the voltages

at both sides of the transformer is at 1 p.u. By using the p.u. system eliminates the need

for the ideal transformer winding ratio, ejφ : 1, which has a phase shift φ [84]. The

per-unit equivalent circuit of a single-phase two-winding transformer is shown in figure

B.9.

Figure B.9: Per-unit equivalent circuit of a single-phase 2-winding transformer.

For a three-phase configuration, there is no phase shift between Y-Y and ∆-∆ configured

transformers, however there is always a phase shift between the primary and secondary

sides of a Y-∆ and ∆-Y transformers. In accordance with the American standard, for

the positive-sequence, the quantities on the primary side (high-voltage side) shall lead the

corresponding quantities on the secondary side (low-voltage side) with 30◦ [63].

B.4 Load

Although power system load varies relative slow over time, for transient stability studies

the load is modeled as constant, since the time-scale of interest is very short relative to the

time-scale of load variation. There are various types of electrical loads, such as, heating

and cooling elements, lights, motors, and electronics [86]. These loads can be classified as
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B.4 Load

resistive (R), capacitive (C), inductive (L), or a combination of the previously mentioned.

Restive loads consume power at unity power factor. Capacitive loads creates a leading

power factor, while inductive load causes a lagging power factor. Most loads don’t belong

to a single category R, L, or C, but are a combination of these categories, which can have

a power factor of unity, leading, or lagging depending on the combination and balance in

size of the components. Figure B.10 presents a schematic of an parallel RLC load.

Figure B.10: RLC load.

Due to the reactive components (L and/or C) the load impedance becomes a function of

frequency, thus, the load is frequency dependent. This means with a change in system

frequency the total system load will also change. Machines such as synchronous and in-

duction motors depends on the system frequency for their operation and are examples

of frequency dependent loads. Similarly, loads can also be voltage dependent, where the

power consumed is a function of the voltage magnitude.

For a three-phase system the load can be connected in star (Y) or delta (∆) configuration

as depicted in figure B.11. In a Y-configuration a single load is connected to a phase and

a common neutral point and thus, forms a three-phase load. Each load voltage is equal

to the phase to neutral voltage. If the three-phase load is balanced, meaning identical

and 120◦ out of phase, then the current at the neutral conductor is zero, and can thus, be

omitted. In a ∆-configuration the load is connected between two phases. The load voltage

is equal to the phase to phase voltage, which is higher compared to the Y-connection load

voltage. The impedance relationship between the two configurations are as follow:

ZY =
Z∆

3
(B.6)
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B.5 Wind Turbine Generator

Star-Delta starters are typically used for motors. By starting a motor using a star-

connection, means lower voltage over the stator terminals and thus reduced starting cur-

rent and torque. Once the motor is running the windings are switched to a δ-connection,

which increases the terminal voltage and ultimately higher power transfer.

Figure B.11: 3-phase Y-connected on the left, and ∆-connected on the right.

B.5 Wind Turbine Generator

Figure B.12 presents an overview of a simulation model diagram for a wind turbine gen-

erator (WTG). The WTG model interfaces with a model of the wind, which is taken as

input, and outputs to a model of the power system.

The aerodynamic block simulates the wind turbine and variable blade pitch angle. The

model equations convert the wind speed to a mechanical torque, which turns the genera-

tor. Due to the short-time scale of transient responses, the wind speed is assumed to be

constant, 8 m/s, during this period.

The mechanical block simulates the mechanical forces on the rotor shaft, which connects

the turbine to the generator. The mechanical torque from the turbine and the opposing

torque from the generator is received as input. Using Newton’s law of motion and a

two-mass model [87], which represents the inertia of the turbine and generator rotor, the

differential equation is solved by integrating over time to obtained the rotation speed.

The electrical block simulates the induction generator and the back-to-back AC-DC-AC

converter that interfaces with the power system. The inverter converters the variable
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B.6 Solar PV panel

frequency from the generator to a constant frequency which is compatible for the power

system.

The controllers block contains all the controllers needed for the WTG, which includes,

blade pith angle control, Maximum Power Point Tracking (MPPT), and the inverter

switching signals.

Figure B.12: Overview of the wind turbine generator (WTG) simulation model.

B.6 Solar PV panel

There are various equivalent circuit models for the solar PV cell. These models are all

variants of the ideal diode model, which consists of a current source and a diode placed

in parallel. The variants include, Rs-model, Rp-model (single-diode model), two-diode

model and partial shaded models [88] [89]. The single-diode model, which is the most

commonly used model, is a five-parameter model and an extension of the Rs, by including

a shunt resistor [89]. The single-diode model circuit is shown in figure B.13. The equiva-

lent circuit parameters are as follows [88]:

iph: photo-current [A], and is modeled by the current source.

idiode: the current passing through the diode [A].

ipv: output current [A]

Rseries: accounts for the internal resistance (Ω) and conduction losses.

Rshunt: accounts for the leakage current (due to poor insulation) when the diode is reverse
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B.6 Solar PV panel

biased.

Rload: represents the equivalent external resistance (Ω) as seen by the solar PV cell.

vpv: indicates the output voltage [V].

Figure B.13: Solar PV cell single diode model.

With the assumption that Rshunt is very large and thus, the leakage current is considered

negligible, the output current, ipv, can be obtained with Kirchhoff’s current law [66] [88]

[90] [91]:

ipv = iph − idiode (B.7)

Figure B.14: Calculation of IV-curve.

ipv = iph − i0 ·
[
exp

( q

k · T
[Vpv + ipvRseries]

)
− 1
]
−
(
Vpv + ipvRseries

Rshunt

)
(B.8)

i0: diode saturation current [A].

q: the charge of an electron (-1.6021 ×10−19 C).

T : absolute temperature in kelvin [K].
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B.6 Solar PV panel

k: Boltzmann constant (1.38065 ×10−23 J/K).

The solar PV cell i-V characteristic curve is presented in figure B.15 and mathematically

described by equation (B.8). The power versus voltage (P-V) curve is obtained by moving

along the voltage axis and multiplying the voltage with the corresponding current value.

The P-V curve is plotted over the I-V curve. From the characteristic curve, it is seen that

there is a specific voltage (vmpp) and current (impp) which generates the maximum power,

and is known as the maximum power point (Pmpp).

Figure B.15: I-V and P-V curve of a solar PV cell.

The solar PV cells are arranged in a module to form a solar PV panel with a certain power

specification. Multiple panels are connected in series and parallel to create a string, which

are connected to a MPPT controller and an inverter for feed-in to the power system [66]

[91]. Figure B.16 illustrates the PV string connection to the inverter [92].

Figure B.16: Solar PV string per inverter.
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B.7 DigSilent PowerFactory

DigSilent PowerFactory is a very powerful power system simulation software program used

in industry. Simulations range from simulating a single generating unit to nation-wide

power system networks. The simulations time scales range from short transient response

periods to large periods of time (e.g. hours, days, or months). This section describes the

process followed to define the power system models as discussed in the previous sections.

B.7.1 Single-line graphic

The fist step is to setup the single-line graphical model of the power system network

that will be simulated, see example in figure B.17. The single-line shows a graphical

representation of the power system and indicates how the individual network components,

such as the generators, transformers, lines, loads, etc., are connected to each other. The

graphical model contains no modeling equations (transfer-functions) or control-loops. The

implementation of the model dynamics are discussed in the following sections.

Figure B.17: Single-line graphic.

118



B.7 DigSilent PowerFactory

B.7.2 Composite frame

The composite frame gives an overview of the model or control structure. It is used to the

define the inputs and outputs of the models and controllers. It also defines the connection

between the individual models. Figure B.18 presents the composite frame for a hydro

power plant. The composite frame consists of slots and connecting signals. The slots in the

hydro power plant example includes the power system stabiliser (PSS),automatic voltage

regulator (AVR), governor for the water-flow valve (Hydro-GOV) and the synchronous

generator (SG). Each slot has a class name filter applied to it to ensure the proper type of

element is assigned to a particular slot. There are two categories of elements that can be

assigned, the first is pre-defined elements such as the synchronous machine model with the

class name ElmSym. The second category is user-defined elements with the class name

ElmDSL. The DSL stands for DigSilent Simulation Language (DSL), which are used to

define transfer-functions, model parameters and control-loops. The elements assigned to

these slots are defined in the block/frame diagram, which is discussed in the next section.

Figure B.18: Composite frame of hydro power plant.

B.7.3 Block diagram

The block diagram is the fundamental element in the design of the simulation models and

controllers. The model equation such as the transfer-functions of the individual models

and controllers are defined here using DSL. The state-variables, output-signals, and block

parameters are also defined here. Figure B.19 presents an example of a block diagram for

the PSS controller.
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B.7 DigSilent PowerFactory

Figure B.19: Block diagram of Power System Stabiliser.

After the block definitions are complete, the block are connected with signals to define

their interactions. Before the block diagram is complete, the initial conditions of the

state-variables needs to be found and defined in terms of the input signals and model

parameters using DSL, in order to complete the individual model or controller.

B.7.4 Common model

After the block digram is complete the common model must be created. The common

model is used to enter the model parameters as shown in figure B.20. The block diagram

can only be used through a common model. The common model is created from the block

diagram. The block diagram parameters are defined as variables and still needs to be as-

signed values. The common model in figure B.20 is created for the PSS block diagram in

figure B.19, thus the input vales of the common model is related to the parameters of the

block diagram.

The common models are then assigned to the slots of the composite frame (figure B.18)

through the use of a composite model, which is discussed in the following section.
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B.7 DigSilent PowerFactory

Figure B.20: Common model of the Power System Stabiliser.

B.7.5 Composite model

The composite model is the link between the composite frame with a specific power plant.

The composite model links the common models with specific generators in the network

as is setup in the single-line graphic. Figure B.21 presents the composite model of the

hydro power plant with the relevant slots for the generator and controllers.

Figure B.21: Composite model of a hydro power plant.

To summarise the model definition process in PowerFactory, a hierarchy of the model

definitions is shown in figure B.22. After all the necessary models and control-loops have

been created the power system model is then ready to be simulated. Any of the model

signals or external network signals can be selected to be analyzed in the simulation output

to complete the simulation of the power system.
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B.7 DigSilent PowerFactory

Figure B.22: PowerFactory model definition hierarchy.
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Appendix C

Bus vector

Bus

(Vertex)

Bus

(name)

Bus

(Vertex)

Bus

(name)

1 Acacia 132 15 Aurora 400

2 Acacia 33 16 Bacchus 132

3 Acacia 400 17 Bacchus 400

4 Acacia 66 18 Droerivier 132

5 Acacia 11 19 Droerivier 22

6 Harib 220 20 Droerivier 400

7 Kokerboom 400 21 Gromis 220

8 Hydra 400 22 Gromis 66

9 Aggeneis 220 23 Helios 400

10 Aggeneis 400 24 Helios 22

11 Aggeneis 66 25 Juno 132

12 Ankerlig 400 26 Juno 22

13 Aries 400 27 Juno 400

14 Aurora 132 28 Juno 66
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Bus

(Vertex)

Bus

(name)

Bus

(Vertex)

Bus

(name)

29 Kappa 400 43 Palmiet Gen1

30 Kappa 765 44 Paulputs 132

31 Koeberg 132 45 Paulputs 220

32 Koeberg 400 46 Philippi 132

33 Koeberg Gen1 47 Philippi 400

34 Kronos 132 48 Proteus 132

35 Kronos 400 49 Proteus 400

36 Muldersvlei 132 50 Proteus 66

37 Muldersvlei 400 51 Sterrekus 400

38 Nama 220 52 Sterrekus 765

39 Nama 66 53 Stikland 132

40 Oranjemond 220 54 Stikland 400

41 Oranjemond 66 55 Stikland 66

42 Palmiet 400 56 Xina 132
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Lyapunov Stability

For a system described with differential equations, various types of stability may be con-

sidered for the solutions of the equations. The most important and general type of stability

is concerned about solutions converging near a point equilibrium [93].

Consider a non-linear time-invariant system system described as:

ẋ = f(x) (D.1)

with n number of states. The equilibrium point of the states is denoted with xe. When

the system is in equilibrium then the following is true:

f(xe) = 0 (D.2)

The state variables are functions of time (t) and the initial values ot the states are denoted

with the following notation:

x(0) = x0 (D.3)

The equilibrium point of the states, x, who’s dynamics are described by differential equa-

tions, fall in three main categories of equilibrium stability.

• Lyapunov stable: The initial state values are close to the equilibrium point, and

remain close to the equilibrium point for all time.

• Asymptotically stable: This is a stronger form of Lyapunov stability. All the states

staring near xe converge to xe as time tends to infinity. A system can be Global
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Asymptotically Stable (G.A.S) or Local Asymptotically Stable (L.A.S).

For G.A.S, every x(t)→ xe as t→∞

For L.A.S there exists a region R > 0 for the initial state values, where the the

following is true:

|x0 − xe| ≤ R (D.4)

lim
t→∞
|x(t) − xe| = 0 (D.5)

• Exponential stability: The states are guaranteed a minimum convergence rate to

the equilibrium point.

A linear system, ẋ = Ax, is G.A.S if <{λi(A)} < 0 with i = {1, ..., n}.

For a non-linear system, it is usually very different to establish any kind of stability.

Lyapunov stability analysis is based on the concept of energy.

1. If stored energy decreases with time, then it indicates stability.

2. If stored energy increases with time, then it indicates instability.

With this conclusions about the state trajectories of a system ẋ = f(x) in terms of sta-

bility can be made without solving the differential equations [94].

The quadratic function V (x) = xTPx is a Lyapunov function, which can be used to verify

stability. The function V (x) can be thought of as a generalised energy function. The

negative time derivative, −V̇ (x) is the associated general dissipation function [95].

The definiteness of V (x) is attributed to the P matrix, which is real, symmetric, has to

be positive definite and satisfy the Lyapunov equation [94]:

ATP + PA+Q = 0 (D.6)

There are various methods to determine whether a system is observable. One way is to

use the observability gramian (Wo) with the Jacobian matrix (A) and output vector (C).

The observability grammian is positive definite and as follow [96]:

Wo =

∫ ∞
0

eA
T τCTCeAτdτ (D.7)
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Substituting the observability gramian (Wo) into the P matrix of equation (D.6) the Q

matrix is found:

ATWo +WoA = AT
(∫ ∞

0

eA
T τCTCeAτdτ

)
+

(∫ ∞
0

eA
T τCTCeAτdτ

)
A (D.8)

Using the product-rule for differentiation, equation (D.8) can be contracted as follow:

ATWo +WoA =

∫ ∞
0

d

dτ

(
eA

T τCτCeT
)
dτ (D.9)

ATWo +WoA = eA
T τCTCeAτ

∣∣∣∞
0

(D.10)

ATWo +WoA = −CTC (D.11)
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Appendix E

Simulation Scripts

E.1 Overview

Figure E.1: Script overview.
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E.2 Extraction.py

E.2 Extraction.py

Figure E.2: extraction.py
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E.3 Graph.m

E.3 Graph.m

Figure E.3: Graph.m
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E.4 State space.m

E.4 State space.m

Figure E.4: State space.m
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E.5 H2 construction.m

E.5 H2 construction.m

Figure E.5: H2 construction.m

132



E.6 GArev1.m

E.6 GArev1.m

Figure E.6: GArev1.m

133



E.7 Calc inertia settings.py

E.7 Calc inertia settings.py

Figure E.7: Calc inertia settings.py
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E.8 Apply VI settings.py

E.8 Apply VI settings.py

Figure E.8: Apply VI settings.py
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