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ABSTRACT

South Africa is currently in the process of greaflypanding its electricity
generating infrastructure. A significant portiontbe new capacity will be made
up out of renewable energy systems. The aim of ghisly was to investigate
potential benefits and pitfalls of introducing centrating solar power (CSP) into
the South African electricity generating systemnigking use of spatio-temporal
modelling. Government policy for the expansiontad generating fleet is defined
in the Integrated Resource Plan for electricityR)RA draft update of the IRP
that describes a number of possible scenarios Her dcomposition of the
generating fleet was released in 2013. Three dfetlveere selected and modelled
for the 2030 and 2050 fleet composition and pre@atemand for the purpose of
this study. The effect of implementing a two tiariff designed to incentivise
electricity production during evening peak by C3&hfs was also investigated.

All modelling was done on an hourly basis. Spagioyporal modelling was used
to model wind, photovoltaic and CSP electricity guotion. The balance of the
generating system was modelled using a behaviooratlel. The system

performance was compared across scenarios by ubmgollowing system

adequacy measures: electricity shortfall, openecyss turbine capacity factor
and coal plant capacity factor.

Comparing CSP plants that were optimised to be nemated under a two tier
tariff with plants that were optimised to minimigevelized cost of electricity
showed that imposing the tariff had a significampact on plant configuration
and electricity production. Using CSP plants thatevunder a rigid two tier tariff
was also found to have a negative impact on systdeguacy measures in a
system with a high renewable energy uptake. Theltees/ere reasonable for a
system with a moderate uptake in renewable enardygaod for a system with a
low uptake. For example: acceptable levels of atatt shortfall in a projected
system would be equal to 20 GWh per year. Withtihe tier tariff in place the
low uptake scenario averaged 32.9 GWh, the modaptke scenario 99.6 GWh
and the high uptake scenario 5059.7 GWh for 2050.

Results for the two higher uptake scenarios werpronred significantly by

redeploying a large portion of the CSP plants aseblmad units that were
responsive to system needs. The results for amystgh a high uptake of

renewable generating capacity was still not at ptadtee levels (e.g. 844.52 GWh
shortfall), but the moderate uptake system perfdrmell. This may indicate that
the higher the uptake is of renewable energy, tloeenilexible the electricity

output of the CSP will have to be for optimal ovesgstem performance. While
this flexibility is technically feasible, according this study a rigid remuneration
structure will not incentivise the CSP plants to@tthis capability.



UITTREKSEL

Suid Afrika is in die begin fase vamngrootskaalse uitbreiding in kragopwekking
infrastruktuur. Hernubare energie, insluitend sombe windkrag en
gekonsentreerde sonkrag, gaabeduidende porsie van die uitbreiding wees. Die
doelwit van hierdie studie was om die potensiélergiele en nadele van die
byvoeging van gekonsentreerde sonkrag tot die knaigkkings stelsel te
bestudeer met behulp van tydruimtelike modelleriDge regering se beleid vir
die uitbreiding van kragopwekking infrastruktuur isaamgevat in die
Geintegreerde Hulpbronne Plan vir elektrisit@itVoorgestelde opdatering van
die dokument, wah aantal moontlike scenarios vir die tegnologie ssgikng
van die beoogde kragopwekking infrastruktuur beisain 2013 uitgereik. Drie
van die scenarios en die geprojekteerde kragaamwiae2030 en 2050 was in
hierdie studie gemodelleer. Die effek variwee vlak tarief, wat ontwerp is om
gekonsentreerde sonkragstasies aan te moedig @rgkdurende die aand piek
aanvraag periode op te wek, is ook ondersoek.

Alle modellering was opn uurlike basis uitgevoer. Tydruimtelike modellering
was gebruik om sonpanele, windkrag en gekonsendteswnkrag se modelleer.
Die res van die kragopwekking was rinegedrag gebaseerde model gemodelleer.
Die scenario was aan die hand van drie kriteriavajeéer: totale elektrisiteit
tekort, oop siklus gas turbine kapasiteitfaktoserenkool kapasiteitfaktor.

Daar was gevind dat twee vlak tariefh beduidende inpak op die konfigurasie en
elektrisiteit lewering varn gekonsentreerde sonkragstasie het. Verder wasdyevi
dat die gebruik van gekonsentreerde sonkragstasiesnder sén tarief ontwerp
was’n negatiewe impak op die stelsel uitkomste gehadveeal vir die scenario
met’n hoé opname van hernubare energie. Die resultategaed vir die scenario
met’n lae opname en redelik vir die scenario m@hatige opname van hernubare
energie. Ter illustrasie: 20 GWh per jaar word r@saanvaarbare vlak van
elektrisiteit tekort gereken im gegewe scenario. Méi twee vlak tarief vir
gekonsentreerde sonkrag lewer die scenario ‘méde opname in hernubare
energie’n tekort van 32.9 GWh, die scenario metmatige opname lewer
99.6 GWh en die scenario miehoé opname lewer 5059.7 GWh in 2050.

Resultate vir die twee scenarios met hoér opnameéseirnubare energie kan
aansienlik verbeter word deun groot porsie van die gekonsentreerde
sonkragstasies te loop as stasies wat vrag aampgslang die stelsel aanvraag.
Die resultate vir die scenario niethoé opname in hernubare energie bereik nog
steeds nie aanvaarbare vlakke nie (bv. 844.52 GMHKirisiteit tekort), maar die
matige opname scenario bereik dit wel. Hierdie Itataitoon moontlik dat hoe
hoér die opname in hernubare energie is, hoe nagaabaar gekonsentreerde
sonkrag se beheer deur die stelsel sal moet weasptimale uitkomste moontlik
te maak. Volgens hierdie studie is die aanpasbahtbgnies moontlik maar dit
sal nie deur gekonsentreerde sonkragstasies temgdstel word ondern
onbuigbare tariefstruktuur nie.
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1. INTRODUCTION

In this chapter the background to the study is mive section 1.1 and the
motivation for doing the study is discussed in isectl.2. The objective of the
study is stated in section 1.3. The methodologyuitined in section 1.4 and an
overview of the chapters of the report is giveseéation 1.5.

1.1 Background

The idea behind concentrating solar power (CSRhgusirrors that concentrate
solar radiation to generate thermal energy for & kagine, is a concept that has
been around for a long time. Over the last hundmeats it has generally been
explored at times when it became economically itra in relation to other
energy sources. At these instances, the developofe@iSP had subsequently
been curtailed by either the discovery of otheraplee energy sources or by
regaining access to such sources.

From a global perspective, CSP has again receatlgrbe an attractive option. A
significant difference, in relation to previous asmns, lies in the fact that its
current attractiveness has not been based puregconomic considerations but
also for environmental reasons. In a world whernbiog carbon emissions has
been becoming more and more of a priority, renegvabkrgy technologies are of
increasing interest.

In 2010 the South African government developed Ititegrated Resource Plan
(DoE, 2011), which lays out the intended capacikpamsion in all types of
electricity generation technologies in South Afrlmetween 2010 and 2030. The
final policy adjusted plan was put together basethe following priorities:

. Affordable electricity

. Carbon mitigation

. Reduced water consumption
. Localization

. Regional development

The IRP was developed as a living document, andgegiuently, in 2013, a

revised plan was suggested. The plan makes adjntstrbased on updated cost
information, adjusted demand projections and anaedpd perspective on the
impact of carbon mitigation.



1.2 Motivation

The renewable energy technology options that as#ladble to South Africa are
not cost competitive with large coal-fired poweat&ins, the current main source
of local electricity (DoE, 2011). Renewable enetgghnologies were included in
the IRP due to policy directives not directly reltto cost. For the most part,
carbon mitigation was the most important of thesticp directives; but when
evaluating different renewable energy technologagsinst each other, both
electricity cost and localization played an impotteole.

CSP is not cost competitive when compared to theeroprimary renewable
energy technologies that were considered in the Bigh wind and photovoltaic
systems (PV) are significantly less expensive wb@msidering the cost per unit
of electricity produced (DoE, 2011). However, bdtiese technologies are
intermittent in nature. Wind power is only avaikelwhen the wind is blowing,
and PV is only available when the sun is shining.aRailability is of particular
note as the hours of peak electricity demand inttsédrica occur after sunset.
PV capacity was added to the system purely as acts means of saving fuel
and, given that the main fuel source in South Afig coal, as a low cost means
of reducing carbon emissions.

While CSP is, as has been noted, more expensive ttiese well-developed

renewable technologies, it has the advantage daigbdispatchable. Thermal
energy can be stored in a CSP plant. Thus the ludwperation can be extended
past sunset, and CSP plants can contribute toapacty the system requires to
meet peak demand. The CSP plant output can alsared in order to adapt to
system needs without a significant loss in termgadsible overall electricity

output (IEA, 2014).

In the IRP update (DoE, 2013), the adequacy ofvargisystem configuration
scenario is evaluated not only based on cost,Ibatan the following criteria:

. Minimization of demand shortfall (indicative of #ty to meet
electricity demand at all times)

. Minimization of open cycle gas turbine (OCGT) grasgacity factor
(indicative of ability to meet electricity demantadl times)

. Base load plant capacity factor (indicative of @lebase load plant
supply)

The interaction between the possible contributi@at tan be made by CSP plants
and the above factors means that the cheapest ableeenergy option might not
be optimal from a system perspective. Furthermdesigning a CSP plant to
optimize its impact on the overall system mighutem a plant configuration that
does not align with a cost optimal plant. For tigason, studying the impact that



CSP plant configuration has on the overall systenttion as well as system cost
becomes of interest.

1.3 Objective

The objective of this study is to use a spatio-terapapproach to model the
potential contribution of renewable energy techgme to the South African
power system, if rollout follows the 2013 IRP upgladnd to outline the potential
costs and benefits of the contribution of the respe technologies.

The focus of the study will be on the effect thae tpower contributed by
renewables has on the rest of the installed capasitvell as on the overall cost
of supplying power in South Africa, with particularterest on the impact and
contribution of CSP.

Furthermore, the impact of optimizing CSP plantscenfiguration and operation
will be studied — not for plant electricity unitquiuction cost, but for the overall
potential benefit to the system. In this regardhtibe impact on system adequacy
measures and electricity cost will be investigated.

1.4 Methodology

The first step was to do a literature review toed®ine the context within which
the study took place. A model of the generatindesyswas then constructed. The
following technologies were all modelled on an hpbasis:

. Renewables:
. Wind
. PV (various types of tracking were remodelled amal fresults
smeared)
. CSP (both parabolic trough and tower type plantsewe
modelled)
. Conventional system:
. Base load (imported hydro, nuclear, coal, combiogtle gas

turbines (CCGT))
. Peaking (domestic hydro, pumped storage, OCGT)

The separate parts of the system and the way thwypioe were then validated.
The model was used to simulate scenarios fromRifedpdate (DoE, 2013). The
results were processed and analysed and from tlisengations and
recommendations arose.

Only effects that are observable on an hourly sesee taken into account and
only the generating system was considered.



1.5 Overview
Brief overviews of the chapters that make up taort are given below:

Chapter 2: Contains the literature review thatudeks South African policy,
international electricity system modelling, CSPdé#ss and case studies and
relevant South African studies.

Chapter 3: Contains an overview of how the varigeseration technologies are
modelled and how the system as a whole has beemogether. It also gives
information on the overall modelling approach.

Chapter 4: Shows how the four main renewable engxglgnologies that were
considered for the study were modelled and howrthdels were validated.

Chapter 5: Shows how the balance of the generatpstem was modelled and
validated.

Chapter 6: Here the impact of imposing a tarifftegs on CSP plants is studied.
Both the impact on plant configuration and plarftdgour is considered.

Chapter 7: The results of modelling three scendrm® the 2013 IRP update are
shown. The scenarios are modelled for 2030 and .2Q%P output curves
generated via tariff imposed operation are usédermodels.

Chapter 8: The impacts of using system responsif fants are shown in order
to showcase the advantages that CSP dispatchaiffitss to the system.

Chapter 9: Concludes the study and reviews thenfiysd



2.  LITRATURE REVIEW

This literature review covers applicable South édn government policy in
section 2.1, global renewable modelling in secti®, international CSP
modelling in section 2.3, the System Advisor Modeld some of its uses in
section 2.4 and local CSP modelling in section Zlese topics are covered in
this literature review because both internatiomal kbocal studies serve to inform
policy, and it is this that finally determines whatactually built. The review is
concluded in section 2.6.

2.1 Poalicy in South Africa

The rollout of renewable energy technology, as waihpower plants, in South
Africa is governed by government policy. The IRPswgazetted by the South
African government in May 2011 (DoE, 2011).

The IRP states the planned capacities of each dygwer plant that will be
constructed in South Africa between 2010 and 203® IRP also gives some
detail pertaining to the scenarios that were aealys order to draw up the actual
plan. According to the IRP, 20% of South Africaistalled generating capacity
will be made up of renewable energy by 2030 (tbtaltexcludes nuclear power
and hydropower) with 10.3% wind capacity, 9.4% PM 4.3% CSP.

A proposed IRP update (DoE, 2013) was issued irB 21 the Department of
Energy, but this document has not yet been accdptd@arliament. The update
considers a range of possible scenarios for theposition of the future South
African electricity generation system. An approattbranching decision-making
is taken where the point at which it would makesgeto move from one possible
scenario to another is emphasized. The updatedsiRRtended through to 2050,
and in most scenarios there is a significant irswaa CSP capacity allocation —
both in the 2010 to 2030 window and in the 2032060 window.

The low initial allocation of CSP capacity in th@1® IRP contrasts quite strongly
with global expectations of CSP generating capaait$outh Africa, as laid out
by the International Energy Agency (IEA) (IEA, 201@ere South Africa is

listed amongst countries that should be getting ©2%heir power from CSP by
2030 and have up to 40% of their power provideBy by 2050.

Technology roadmaps are often used to address ekamgnergy policy because
the roadmapping process lends itself to involvitigstakeholders and building
consensus amongst them (Amer & Diam 2010).

Amer and Diam (2010), however, show that on theonat level there are
significant differences in emphasis in CSP roadndgyzending on what type of
organization develops the roadmap. Roadmaps dezglby nongovernmental
organizations focus on environmental issues likaatie change and curbing the



emission of greenhouse gases. CSP roadmaps dedekppegovernmental
agencies tend to place more emphasis on keeping dogv cost of electricity,
ensuring energy security, decreasing the amounterdrgy imported and
increasing the competitiveness of the country.

It is interesting to note that while the IRP is aabadmap, its motivations when it
comes to renewable energy allocation share mote M@O developed roadmaps
than would be expected from the government documé&he inclusion of
renewable energy is mostly seen in the IRP as dadetor curbing carbon
emissions and meeting environmental policy expextat There is no expectation
in the IRP that including CSP, wind or PV will leéd a reduction in overall
energy cost except in relation to reducing carbdrgation costs.

The IEA CSP technology roadmap, on the other hardects CSP to become
cost competitive with peaking power plants betw26f®0 and 2030. The ability
of CSP to provide power during evening peak isreobgnized in the initial 2010
IRP. In some measure this has been remedied iR2@& IRP update. The
increase in allocated CSP capacity in the shomt-tehows that the benefits of
CSP plants are now better understood. However, dbeument makes no
distinction between CSP plants that have been gordd to produce power
during evening peak — i.e., the plants that willdoenpetitive between 2010 and
2030 — and CSP that has been configured to runaas lbad and mid merit
plants, which will become competitive post 2030.

2.2 Worldwide renewable power modelling

Strides have been made internationally towards thoddhe impacts of adding

renewable energy to existing power systems. Whiefbcus has mostly been on
the impact of intermittent renewable energy soulidé@swind, some large scale
studies have included CSP.

The impact of the intermittency of wind has beerdsd a great deal because for
a long time wind was seen as one of the cheapasisfof renewable energy. A
summary of case studies compiled by Holttieeal. (2008) on the cost of adding
wind to a power system focuses on the followingare

» Balancing: adding wind increases the need to aloead use short-term
reserves.

» Adequacy of power: there is significant variation a regional basis,
which makes it hard to establish how to properlgeas the aggregate
capacity credits of wind power in the relevant pksd situations.

» Grid: the impact of wind power on transmission dejgeon the location of
wind power products related to the load.

Another compilation study by Albadi and El-Saadg@910) goes into more
detail on balancing cost. They also concur withttdta¢net al. (2008) on two key
points: the incremental cost of balancing the sysiecreases as levels of wind
penetration increase and geographical dispersaimzes integration costs.



The above-mentioned issues are relevant to any $iad looks at the impact that
CSP has on the system that is likely to includedwpower. The impact of
intermittent renewables like wind and PV will inflnce how a CSP plant will
have to be run to optimize the overall cost of &ieity.

The Western Wind and Solar Integration Study (WW$S large scale study in
the western part of the United States that useslatad weather data to give time
series based results for the modelled renewabigsldhis study investigates the
operational impact and feasibility of adding up35% energy penetration of
wind, PV and CSP onto the power system operatatidyest-Connect group of
utilities in the states of Arizona, Colorado, NeaatNew Mexico and Wyoming

(Lew et al. 2009)

The study made use of a mesoscale numerical weagtteeliction model to

essentially re-create the weather in a three-diroeakphysical representation of
the atmosphere in the western states mentionedeatveer the course of three
years. This was then used as an input to modepoheer output of renewable
plants.

The study includes scenarios with up to 30% wingvgroand up to 5% solar
power of which a significant proportion is madeafpCSP. While the effect of a
completely different distribution system and a camional generating system
that contains a great deal more gas power plamsidgmot be disregarded, the
findings of the study are of interest. The scal¢éhefstudy is such that it has been
divided up into phases. The first phase of WWSh&gtigates the viability of
adding 35% power input to the system from a systthility point of view (Lew

et al. 2009). The second phase investigates how addm@%® of renewables
will impact on the plants in the existing systene\i, 2013).

Amongst many of the findings, the study emphasizeth the importance of
having a large balancing area and of adjusting Eadeduling on a sub-hourly
basis. The importance of having highly accuratedwand solar forecast data that
is integrated into the unit commitment process & @&mphasized (Lewt al.
20009).

Another interesting finding is that there is no chée commit additional reserves
to cover the increased variability that comes fiamding intermittent renewables.
When the system is run with high renewables scesarthermal units are
routinely backed down but not shut down because ore economically viable

to run them at low capacity factors than to sheinthdown and start them up
again. Thus, adding intermittent renewables actumitreases the amount of
spinning reserves in the system. This finding spdakthe way in which adding
renewables to the system might impact negativelycoal-fired power plants.

Increased cycling from high to low capacity facttgads to additional wear and
tear and an increase in maintenance costs (Levd)201

The findings show that, even with this cycling, #maissions of greenhouse gases
are still reduced significantly by adding renewabte the system. It is also
concluded that the additional maintenance cost tedycling the plant and



additional unit start-ups caused by adding renevledato the system is negligible
when considered against the fuel saving that re$dm adding renewables(Lew
2013). It should be noted that the study is donenfthe perspective of a system
operator. While the impacts on coal plants are geb@&s acceptable by the study,
the entities that own the plants might not shaa¢ plerspective.

Pfenningeret al. (2014a) see energy systems models, such as tleused to
produce WWSIS, as important sources of insight.yTi&d that the models that
were developed during the latter half of the twathticentury are still relevant, but
face certain challenges in maintaining that releeawhen renewable energy is
added to the mix. They identify the four groupsraidels shown in table 2.1.

Table 2.1: Thefour model groups (Pfenninger et al. 2014a)

Model family Examples Primary focus
Energy system optimization | MARKAL, TIMES, Normative scenarios
models MESSAGE,0SeMOSYS
Energy system simulation | | £ \p NEMS, PRIMES Forcasts, predictions
models
Power system and electricity WASP, PLEXOS, ELMOD, | Operational decisions,
market models EMCAS business planning
Qualitive and mixed methods DECC 2050 pathways, . .

X v Narrative scenarios
scenarios Stabilization wedges

They go on to identify the challenges these systeces as:
* Resolving the details of time and space
* Uncertainty and transparency
» Complexity and optimization across scales
* Capturing the human dimension

The first of these is of particular interest tosthstudy as they identify the
importance of special detail and temporal resofutivhen incorporating
significant amounts of renewable energy into aesysimodel (Pfenningest al.
2014a).

2.3 Worldwide CSP studies

It is important to consider local conditions whearling with renewable energy,
but much can still be learnt from studies carriadio the rest of the world. While
these studies were carried out in systems and tonslithat are different from
South Africa, these differences could highlight artant points, and there will
also be similarities which can prove useful.

Spain is the country with the most recent expegeimc CSP technologies that
make use of storage. Storage is an integral pahsifiring the dispatchability of
the technology and makes it possible for the plamtbe optimised to provide
power during peak demand periods or even run as lbasl plants if said storage
is sufficiently large. It is understood that the yw# which utilities are



remunerated for producing renewable energy detesmvhether the technology
becomes financially viable or not. Recent reseaoch policies Spain has
implemented show that the way remuneration is sirad affects the storage
capacity and solar multiple of the CSP plants tir& being built (Koskt al.
2013).

Kostet al. (2013) clearly indicate that if there is an eaoiincentive to deliver

power at times when the sun might not be shiningecomes attractive to build
larger storage facilities and the requisite cobieéield to fill them. This is a very

significant finding in the South African context daeise South African peak
power demand takes place after sunset (Eskom, 2010)

As noted above, when making use of studies on @&Pcbncern different areas
of the world, some drivers for development of tleehhology as that were
identified by Viebahret al. (2011) will not necessarily be of interest in ®euth
African context. For instance, since South Afrisan exporter of coal, security of
supply (at least in as far as the import of fue¥ig of lesser concern than it is in
Europe.

On the other hand, many factors that are applicabte also mentioned. For
instance, the fact that CSP offers the opportuioitya lot of local content in the
building stage is of interest as this can leachtodevelopment of local industry
and job creation. The fact that CSP is a non-inittent renewable is also
mentioned. This latter point is especially sigrafit because it addresses one of
the reasons why CSP can be useful, beyond simgpinigeto reduce carbon
emissions, by contributing towards meeting the mesemargin requirements
discussed in the IRP (Viebakhal. 2011).

Viebahnet al. (2011) go on to identify some critical instrumeifdr insuring the
economic viability of CSP. The likelihood of carbalax decreasing the
competitiveness of fossil fuel plants is emphasiaed increased research and
development is also mentioned as an imported meaguthough these points
definitely play into the South African situationprse of the other measures
mentioned are less applicable.

Even CSP studies that initially do not appear teehany relevance in the South
African context, due for example to a dissimilarmzte or the socio-political
situation, still have something to teach us.

Trieb, Mduller-Steinhagen and Kern (2011) show ireithstudy on oil-rich
countries that one of the largest benefits that €& provide lies in acting as a
fuel saver. These countries generate most of theirer by burning fuel oil. If
CSP plants can be run to reduce the amount ofhail has to be consumed
internally to meet electricity demands, the add#iosurplus can be exported to
gain revenue. In the short-term in South Africas ihot an increase in revenue but
a decrease in fuel imports that is significant.tBd\frica currently burns diesel in
OCGT in order to meet peak demand. It would beiogmtly cheaper to meet
peak demand rather with CSP that is acting as hsanser. The gas turbines



would then still ensure security of supply but haver run (Silinga & Gauché,
2013).

A study was done by Pfenningeiral.(2014b) where they simulated the operation
of CSP plant networks in four world regions, butdese one of the regions was
South Africa this study is discussed further intimec2.5 with the focus on the
South African results.

2.4 The System Advisor Model

The System Advisor Model (SAM) is a computer progrased to calculate the
performance and financial metrics of renewable g@neplants. SAM uses
computer models developed by the National Renewd&ergy Laboratory
(NREL), Sandia National Laboratories, the Univgrsf Wisconsin and other
organizations (Blaiet al. 2014).

Technologies simulated by SAM include PV, CSP, iselater heating, wind,
geothermal and biomass. A specific technology madebAM would require
system design parameters and appropriate climéee fda a given location to
predict plant performance for a given location afaht configuration (Blaiet al.
2014).

The results of modelling CSP plants in SAM can beduto assess the potential of
the technology in a region (Le Fol & Ndhlukula, 3Q0Purohitet al. 2013). Some
studies go further and use SAM outputs to exanirevialue of CSP within a
generating system (Bramtlal. 2012; (Malaguetat al. 2014).

2.5 Modelling donein South Africa

There have been a number of studies that focusamthe modelling of CSP and
on the impact that CSP might have in South Afri@auchéet al. (2012b) argue
that CSP is currently underrepresented in the 2BH) yet it holds great future
value for South Africa, both in terms of localizatiopportunities and in terms of
providing dispatchable power in the future.

Gauchéet al. (2012a) also demonstrate, using a fast solving @&f#t model, that
when CSP plants are distributed widely across Séditita and the plants are
provided with sufficient storage, CSP can providgdtchable power throughout
the year regardless of weather conditions. Thiglystdoes not optimize the
position of the plants but simply distributes thema grid over the entire country.
In order to provide base load power it is also sidvat the storage would need to
be significantly oversized. At this point this apach would not be cost
competitive as a base load technology. However,ptiqger does illustrate that
CSP can provide reliable base load power in SotfticaAshould it be required.

This is expanded on by Pfenninggral. (2014b) when they systematically tested
the ability of CSP to provide either base load @spdtchable power. They
simulated the operation of CSP plant networks ur foorld regions. They find
that if the plants are designed and operated imoadinated fashion up to half of
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peak capacity can be guaranteed before costs ultsg#asmtially. The CSP plant
outputs for the South African plants in the studg shown in Figure 2.1. In the
figure the plants for which results are shown int flBahave twice the solar field
size when compared to the plants that producefpart
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Figure 2.1: Total 2005 output from 100 CSP plants spread acr oss South Africa. (Pfenninger
et al. 2014)

In the South African context, some CSP and renesvatidelling that considers
the system as a whole and makes use of real weafloemation has also been
done. Such modelling has either been very sham-{&iglmayr, 2013), however,
or focused more on exploring methodology than desicenarios (Ummel,
2013).

Ummel (2013) advocates for using spatio-temporatieimg when it comes to

planning a large-scale rollout of wind and solarwpo plants. The main

contention is that the correct positioning of wiadd solar renewable power
plants will have a very large effect on their ouf@and correct locations should be
identified from a system point of view. While theidy looks at modelling various

scenarios for 2040, this is mostly done to advobtateleveloping more detailed

modelling efforts that can be incorporated intobadoilistic system models.

Giglmayr (2013) models all renewable projects appdo by mid-2013 that

appears in the 2010 IRP. Weather information fr@h®is used to simulate the
output of the various renewable power plants. Thelys gives outputs on an
hourly basis and indicates the variance that caexipected from the renewables
that would be added to the system. The focus ispajects that will be

implemented in round 1 and 2 of the REIPPPP (Gigin2®13), and the actual
locations of these projects are used in the stlithe. study serves to show the
contribution by renewables that would be made dupaak consumption times.
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Moreover, it illustrates the ways in which this tiifbution varies from winter to
summer.

The above study (Giglmayr, 2013) uses an apprdzathig very similar to the one
intended for this thesis, although slightly differeechniques will be used to
model some of the power plants. The main differeiscihat the intended study
will focus more on the medium- to long-term rollaft CSP and the effect that
this rollout has on the rest of the system. Theceatration will be on optimal
ways in which CSP technology can be utilized, apospd to the way South
Africa currently plans to utilize CSP.

2.6 Conclusions

In terms of South African electricity planning teers sufficient literature to
indicate policy factors that will impact on thelrout of CSP in South Africa. The
factors that impact on CSP viability have been stigated in international
studies, and the findings of these studies arddoge extent locally applicable.

On a local level, there are sufficient studies ttest to the viability of CSP in
South Africa. Notably there is no spatio-temporaldal of scenarios from the
IRP that models the entire electricity system, Wwhi€ a gap this study aims to
address. The next chapter gives an overview ofrtbdel that will be used to do
this.

12



3. INTEGRATED SYSTEM MODEL

This chapter gives an overview of the differenthtemogies that make up the
South African generating fleet and the general @ggin to modelling their outputs
and interaction. The approach to calculating theraye levelized cost of
electricity (LCOE) and a short overview of Chaptéand 5 are also given.

3.1 Introduction

The intention of this study is to model the compl8buth African power system
in order to project the possible future benefitsivd® from using CSP and the
ways in which to maximise these benefits. Theretatemain components to the
system model: the current and planned conventieystem and the renewable
energy system model. In all cases, the amount aefepogenerated by the
renewable power stations will be subtracted from phojected load curve first.
The conventional system then will attempt to previtle balance of the required
generation. This is by no means an ideal situatiut. it reflects a philosophy

where renewable energy plants are given produgtigority, and all possible

energy that they can deliver is accepted into tie ghis is apparently the way
the renewable energy independent power producecupment program

(REIPPPP) that sources the renewable energy caspatified in the IRP is set
up. For the model this practise will be assumed.

When independent power producers (IPPs) are baingacted, a remuneration
rate for the power they produce is agreed upomhéncase of wind and PV, this
remuneration rate is simply a flat rate at the mom&he IPPs then build their
plants to minimize cost and maximize power outpubider to maximize profit.
In the case of CSP, a modified remuneration rateuisently proposed where
production during peak demand times is highly reemated, production during
moderate demand times is moderately remuneratedpeodliction during low
demand times is not remunerated at all. This seitgntivizes the CSP plants to
deliver energy during evening peak (Silirgal. 2014)

The process is not necessarily a bad approachhé&oneén-dispatchable types of
renewable energy such as PV and wind. It reflectphdosophy where
maximizing the hours of renewable energy outpat fgiority. The weakness with
this approach lies in the fact that it disregatdspotential that CSP plants have in
terms of dispatchability (IEA, 2014) to fill in thgaps in the hourly power profile
created by the intermittency of the other typesokwable energy.

It should be noted that hydropower stations and pmdrstorage power stations
under Eskom control are included in the conventiosistem model. This
inclusion ties in with the fact that the other remble energy types mentioned
will be produced by IPPs who will be trying to manze their profit and will not
necessarily be responsive to group needs. Domegtico and pumped storage
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power stations on the other hand will be under Eskontrol and will thus be
responsive to system needs (DoE, 2011).

3.2 Hourly modelling

All modelling for this study was done on an houbgsis, which is a typical
approach for systems analysis. A demand curve wasrgted using the energy
consumed during every hour of a year as measuredegawatt hours (Eskom,
2010). Because the total energy is measured ftwoan the value for that hour is
equivalent to the average power in megawatt thateemsumed. This results in a
demand curve as seen in figure 3.1 that is furémplified uniformly to meet
specific scenario requirements.

Figure 3.1: 10 January 2010 demand curve

In much the same way, the amount of input energjlave during any given
hour to renewable energy plants is based on hawdyage weather information
at the plant in question. Calculations are doneethasn the assumption that
conditions do not vary significantly over the caursf an hour and that results
reasonably represent cumulative hourly production.

This hourly scale of the model precludes the stfdgub-hourly phenomena like
issues of grid stability. To address the resultiogrly step changes in demand, a
minimum ramp rate is supposed as follows:

D¢(MWhr) — D;_, (MWhr) (3.1)
(1 hour)?
Where D is the demand. If the cumulative ramp ddtall the units available at

any given hour is greater than the above ramp ftageassumed that there are no
load losses due to swing in demand.

Ramp Rate(MW/h) =

The hourly approach can clearly not be used torawte how the system will
react to demand or supply shocks of short duratl@vertheless, it is still a useful
tool when it comes to projecting the overall adegyuaf a given system to meet a
set demand. Moreover, it can provide useful cdsrimation.
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3.3 Merit order

Merit order refers to the order in which the loahgrated by the various units in
the system will be increased or decreased. In @msy®ith no other constraints,
merit order is based on marginal costs. The uniis thie lowest cost per unit of
electricity will pick up production first and drgpoduction last (Sheble, 1989).

Plants that have the lowest marginal cost and amimuously are referred to as
base load plants. Plants that provide power fagmrifscant part of the day but do
not necessarily run continuously are referred tona$ merit plants. The plants
that run only a few hours per day are referredsg@eaking plants. Figure 3.2
shows the ideal base load plant contribution irephaid merit plant contribution
in red and peaking plant contribution in greentfeg same day as was shown in
figure 3.1.
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Figure 3.2: Merit based output for 10 January 2010

It should be noted that the Eskom generating fkeelivided into only base load
and peaking plants. Instead of constructing miditnpdaints, base load plants are
designed to run at optimal efficiency when at al&f%b of output capacity. These
plants experience a slight deterioration in efficie when run at 100%. (Eskom,
2012) The distinction between base load and midtmpkmts is thus internalised
to the capacity at which each of the base loadilare running.

In a typical system, the merit list would not sigplistinguish between the types
of plants (e.g., coal as a base load plant and O&<d peak load plant), but also
between different plants of the same type basecbeh Furthermore, some other
aspects, such as having some margin on certain Ibadeplants set aside as
spinning reserve would also be taken into accoliné merit order used in this
study does not take the above mentioned detailsdantount. All plants of the

same type are instead treated as if they are @il @qgerit.

The merit order assumed in this study is as follows
1. PV, Wind and CSP
2. Imported Hydro
3. Base load plants: Coal, Nuclear and CCGT
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4, Domestic Hydro
5. Pumped Storage
6. OCGT

Because of policy directives related to the uptakesnewable energy, the merit
order is not based exclusively on marginal costndViPV and CSP plants are
instead given production priority over less expeasbase load plants. The
balance of the plants in the system will have berajgd to meet whatever
demand remains after the electricity produced by €8P and Wind have been
absorbed. This situation is depicted in figure 3.3.
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Figure 3.3: lllustration of potential Wind, PV and CSP contribution and effect on
subsequent demand for 10 January 2010

3.4 Outages

Outages occur when a generating unit is shut dosvnnfaintenance. Some
maintenance is expected and scheduled well in @agvarhis type of outage is
called a planned outage. In cases where the unfiorised to shut down
unexpectedly, the outage is called an unplanneaeut

Unplanned outages cannot be controlled, so theemsysteeds to have some
generating capacity held in reserve to handle thedurrence. Planned outages
can sometimes be temporarily deferred if generatagacity is unexpectedly low.

When determining the planned outage schedule, dsted demand will be

considered in conjunction with system need on threventional system units. In

the case of CSP each separate plant will planuitage based on the period it is
forecasted to generate the least revenue. It shmmultbted that in this model CSP
plants make their outage scheduling decision basegerfect knowledge. In

reality, such a decision would be based on impeffeecasts in the short term
and historical data in the long term.

In the conventional system model the planned ousagpeduled is a model input
and these outages are then executed dependingeosystems ability to meet
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demand. The CSP model allows each separate plasthtedule its own outage
based on lowest loss of revenue.

Unplanned outages are treated similarly for CSRtpland the plants that make
up the conventional system. A set number of outdggs are allocated per
generating unit. These days are then distributedamly over the course of the
year for each unit.

In the IRP (DoE, 2011) it was expected that a fpgenerating unit would be on
outage for 10% of the year even though the Eskam®t fhad not been able to
achieve that mark in proceeding years and even weiiensive deferring of
planned outages (Eskom, 2011). In the updated decurthis assumption is
amended. It is projected that plants from the agstleet will be on outage for
20% of the year.

3.5 System Adequacy

Modelling the generating system produces a lotathdhat has to be evaluated.
System adequacy measures were employed to prokesdata in ways that
facilitate meaningful comparisons across scenafid® three system adequacy
measures that were considered in this study ametfath, OCGT capacity factor
and coal capacity factor.

Shortfall refers to the number of megawatt hourdevhand that is not met by the
modelled generating system over the course of da. yAfter generating units
have been ramped up or down to meet demand, thelncbdcks whether the
electricity produced by the system is sufficienth&M this is not the case, the
amount by which demand was not met is added ttothéshortfall for the year.

The OCGT capacity factor is calculated by addingtlp megawatt hours of
electricity produced by OCGT plants and dividingtthotal by the amount of
electricity that could have been produced by theGO®lants if all units ran at
full load for the entire year. As OCGT plants araded last, this number indicates
how often the system is placed under stress dadaok of generating capacity.

The coal capacity factor is calculated in exactllg same way as the OCGT
capacity factor. In this case, the capacity fagandicative of the supply of base
load power stations. If it is too high it indicatist there is an insufficient number
of base load plants in the system, and if it isltao it indicates that the base load
plants are running inefficiently.

Ideally, the shortfall and OCGT capacity shouldasdow as possible and the coal
capacity should be between 60% and 70%. The syattgquacy measures are
discussed in more depth in section 7.3.3.

3.6 Meteorological Data

In order to simulate renewable energy plant perforoe weather information for
the plant location is required. For this study, th@rmation was supplied from
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their GIS database by GeoModel Solar. The resaluifdhe data is given in table
3.1.

Table 3.1 Resolution of data supplied by GeoM odel Solar (GeoM odel, 2014)

Data Point Spatial Resolution Temporal Resolution
Air temperature 1km 1h
Wind speed, Wind derectior 30 km 1h
Global horizontal irradiance
(GHI), Direct Normal 3 arc seconds 15 min
Irradiance (DNI)

GeoModel makes use of ground measurements to talidad update their
models (GeoModel, 2014), and their accuracy has lveeified by third party
research (Ineichen, 2013).

Data corresponding to the 2010 calendar year wed unsthis study. While the
resolution of the solar data is entirely adequatene manipulation of the wind
data was required. This is addressed in sectian 4.5

Figure 3.4 indicates the points at which data veaspded. Each circle indicates a
single sampling point. These points are the loaatiovhere full degrees of
longitude and latitude intersect.

000000000
9000000000

Figure 3.4: Meteorological data sampling pointsdistributed at one degreeintervals of
longitude and latitude
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3.7 Conclusion

This chapter detailed the ways in which the differiypes of power stations that
make up the South African power supply pool witeiract with each other, or not
interact with each other, in order to meet elettyriclemand. It further gives

background information on the data used by thewab& energy models as
input. The next two chapters go into detail on hbe electricity output of the

various types of power plants is modelled. Chagteovers wind, CSP and PV,
and Chapter 5 covers the conventional generatisigsy
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4. RENEWABLE ENERGY MODELS

The models used to generate hourly electricity wutpirves for tower type CSP,
parabolic trough type CSP, large scale wind andoBWer stations are discussed
in this chapter. The two CSP models are discussadadre detail as they were
configured for this study, while the PV and wind dets are replicas of models
used in a previous study.

4.1. Introduction

CSP technologies concentrate solar radiation cteweo thermal energy used to
generate electricity. There are various types d? @&nts, but for the purpose of
this study only two technologies were modelledapatic trough and tower.

Both of these technologies concentrate solar riadiad heat a working fluid. Of
the two, more parabolic trough plants have beenncervially deployed. The
technology for parabolic trough plants is generaliyter understood, so securing
financing for them is easier. Tower plants, ondtteer hand, are capable of higher
thermal efficiency and thus are thought to hold enpromise for the future.
Currently more parabolic trough capacity is beingtbecause cheaper financing
makes the technology more attractive. Howevers igénerally understood that
tower plants will be the technology most favourette it matures leading to
lower financing and total cost (EIA, 2014).

Because of these balancing advantages both typestofology are likely to be
built in South Africa on a relatively large scalf@r this reason, both technologies
were modelled for this project.

Tower plant technology and the tower plant modedt ttvas developed are
discussed in section 4.2., while parabolic troudantp technology and the
corresponding model are discussed in section 4.3.

The methods used to model PV are discussed inogedt#. It should be noted
that only large scale commercial installations addressed in this section.
Rooftop PV is not specifically addressed, but wasigolar tracking methods are
amalgamated, some of which would be compatible watiftop PV in terms of
the shape of the power output curve.

All solar plants are modelled as units with a senadd 100 MW.

The model used for onshore wind is discussed iticged.5, and the chapter is
concluded in section 4.6.

4.2. Tower model

The tower plant layout that was modelled during shedy can be seen in figure
4.1.
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Tracking mirrors, called heliostats, are used tocemtrate solar radiation on a
receiver that is mounted on a tower. The heliosteke up the heliostat field. In

the receiver, the concentrated solar radiationggnsrtransferred to a molten salt
working fluid. The salt is pumped from a cold sgeaank (typically at 290 °C),

through the receiver where it is heated and traresteinto a hot storage tank (at
565 °C). The size of these tanks determines howhnenergy can be stored for
later use. Thermal energy from the hot salt issi@med in a heat exchanger to
turn water into steam. The cooler salt is thendfiemed back to the cold storage
tank. Once steam has been generated, the rest @laht functions in the same
manner as a conventional power station: superhesézan drives a turbine and
generator that delivers alternating current eleityri The exhaust steam is then
condensed and the condensate once again cyclegjthtbe heat exchanger to
generate steam. Condensation is achieved assumingpdling, as most of the

CSP plants will be built in water scarce areas.

Receiver

Turbine Generator

T

Heat
Exchanger

,( Cold

T Tank
Cooling

Heliostat Fiel Condenser Tower

Figure4.1: Tower plant layout for molten salt receiver and two tank storage configuration

The model looks at each separate part of the @mtbmodels the efficiency of
each of the components that has been discusseatieFapre, the model assesses
the way in which the components interact with eatier when the plant is
generating electricity.

An overview of the inputs the model uses is giversection 4.2.2. The method
for determining the amount of energy that reachmes heliostat field and the
modelling of the heliostat field efficiency is dismsed in section 4.2.3. The
receiver heat balance is then discussed in seé¢tib4.

The plant does not generate electrical output bagkdy on the amount of output
that it is possible to create. There are consigeratthat determine the optimal
output in order to maximize profit. These consitierss are discussed in section
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4.1.5. The model can also handle outages in vamays, which is covered in
section 4.1.6. Financial aspects are discussedeatios 4.2.7 and the final
validation of the entire model is covered in sat#o2.8.

The first thing, however, that has to be addresséte way in which the sizing of
various plant components interact with each othet imfluence how the plant
works, the amount of power the plant will produceveell as the daily power
output profile. This is addressed in section 4.2.1.

4.2.1 Plant configuration

There are two primary factors when considering & @&nt configuration: the
number of hours of storage and the size of thesili field relative to the size of
the turbine and generator assembly, referred solas multiple.

The concept of hours of storage is a fairly simpie. The storage capacity
required to store enough energy for the plant toaufull load for one hour is
considered to be an hour of storage. Thus, a gtantcan store enough energy to
run continuously for eighteen hours, at full loadthout collecting additional
energy is said to have eighteen hours of storage.

The relationship between the heliostat field siad the sizing of the rest of the
plant is slightly more complicated. When the heahodield and receiver is large
enough to collect more power than is required lierturbine to run at full output,
this can result in a surplus of energy. This siwe@uoergy can then be stored and
used at a later stage if the plant has storagecitgp&iven that solar radiation is
only available to be collected for a certain numbkhours every day, it makes
sense that it might be desirable to store enengyde at a later time. In the South
African context, this is particularly desirable givthe fact that peak electricity
consumption occurs after sunset when there is lao snergy available.

The factor by which the heliostat field size isated to the turbine size is referred
to as the solar multiple. If, during the hour o€ tiiear that has the best solar
resource, exactly enough energy can be collectedrniahe turbine at full output,
the plant is said to have a solar multiple of 1f{l@u& Beckman, 2006).

Even without significant storage capacity, buildanglant with a solar multiple of
1 would make no sense, as this would result irtuHgine and generator assembly
only being fully utilized for one hour of the yead€SP plants without storage
typically have solar multiples in the 1.1 to 1.5gea (IRENA, 2012)

Depending on the remuneration structure and logatiothe plant, the optimal
solar multiple and number of hours of storage aay gignificantly.

4.2.2 |Input data
The model requires a number of site specific irnputs

. The coordinates of the site location are used imumber of
calculations, amongst others, solar position.
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. The hourly average direct normal irradiation (Dislused to calculate
the available power at the specific site for eactrriof the year. DNI
represents the component of solar radiation thatniod been scattered
and that can be redirected onto a target usingrsirr

. The hourly average wind speed is used to calcidmteed convection
heat loss.
. The hourly average ambient temperature is usedltulate receiver

losses and the thermal efficiency of the plant.itAs assumed that
only dry cooling systems will be built, hourly huity is not required
to calculate thermal efficiency.

In order to make the model flexible and use it ébednine the most economical
plant configurations for a specific location, theurs of storage available and the
solar multiple are also taken as inputs.

4.2.3 Collected energy

To determine the amount of energy that can beatefteby the heliostats to the
central receiver at any given hour of the years thodel requires two items of
site-specific information for every hour of the ye@NI and the zenith angle. The
zenith angle is the angle between vertical andeth the sun.

All equations used to determine the zenith angéefeom Duffie and Beckman
(2006). The first step towards determining the theangle is to relate clock time
to solar time. To achieve this, the equation oktisiused to calculate the number
of minutes by which solar time deviates from cloiche at the relevant time zone
meridian.

E =229.2 % (0.000075 + 0.001868 cos B — 0.032077 sin B (4.2)
—0.014615 cos 2B — 0.04089 sin 2B)

where B is given by

360 T (4.2)

B=(m-1 35" T80

The solar time at the longitudinal coordinates loé site in question is then
determined by equation 4.3 (where degrees eastlea as positive):

(E + 4‘(]-‘loc B Lst)) (4'3)
60

Solar time is used to determine the hour angleclwig the angular displacement
of the sun east or west of the local meridian aiitth Wisplacement east being
negative and west positive:

Solar time = Clock time +

w = 15(Solar time — 12) * (4.4)

180
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The other angle required to determine the zenitjlears the declination angle,
which is the angle between the position of the ath the plane of the equator at
solar noon. This can be calculated by equatiorsddavn below:

6= 0.006918 —0.399912 cosB + 0.070257 sinB (4.5)
— 0.006758 cos 2B + 0.000907 sin 2B
— 0.002697 cos3B + 0.00148 sin 3B

where B is calculated from equation 4.2, as wagdonthe equation of time.

The zenith angle is then calculated using the dattn angle, the hour angle and
the latitudinal position of the site using equatib6:

8, = cos 1(cos @ cos § cos w + sin @ sin &) (4.6)
whereg is the latitude of the location, with degrees bdaken as negative.

Gauchéet al. (2012) have developed equation 4.7. It relates dpécal
performance of the heliostat field to the zenitglanThey rely on the fact that the
zenith angle has the dominant impact on the oppeaformance of CSP plants
with a circular heliostat field layout.

Nopt = 0.42540,° — 1.1486,° + 0.35070,* + 0,7558,, (4.7)
—0.59186,° + 0.08166, + 0.832

Using this efficiency and hourly DNI data, the ambof power that is delivered
to the receiver per square meter of aperture catetegmined.

The aperture area has to be sized for each locttibe in line with the input solar
multiple. Aperture area indicates the size of tekdstat field. This is a set plant
feature that has to be determined before the haaliyulations are executed. To
facilitate the calculation of the aperture areampto more detailed analysis, the
following assumptions are made in the model:

. Tower thermal efficiency of 90%
. Boiler (heat transfer) efficiency 99%

It should be noted that the above mentioned thegfi@iency refers only to the

efficiency of the receiver and the efficiency oé theliostat field is not included. A
design point power block thermal efficiency is cédded using the Chambadal-
Novikov equation:

4.8
Tcold ( )

n=1-
Thot

where the hot well temperature is set as 565 °Cthadold well temperature is
the average hourly ambient temperature of theisitpiestion over the course of
the year.
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These assumed efficiencies are used in conjunatitnthe maximum amount of
power delivered to the receiver per square metexpefture, over the course of
the year as calculated for the site, to deterntieeaperture size required to satisfy
the solar multiple.

After the aperture size is set, it is multipliediwihe hourly optical efficiency and
DNI for every hour of the year to calculate the amioof power delivered to the
receiver on an hourly basis.

4.2.4 Calculating receiver losses

Three types of losses are taken into account atrébeiver: convection loss,
radiation loss, and reflection loss.

Both forced and natural convection is taken inteoant and calculated as
prescribed byCengel (2002) when determining convection losses.bbth types
of convection, the properties of air at 300 °C @mel actual hourly wind speeds
are used to calculate approximate Reynolds numbers.

The following equation is used to calculate theéor convection Nusselt number:

Re 5/8
+ (282000) ]

The following equation is used to calculate theurat convection Nusselt
number:

0.62Rel/2pr1/3 s (4.9)

NUforceq = 0.3 + [1 + (0'4/131.)2/3]1/4

/ \2 (4.10)
| 0.825+0.387Ra'/®
Nunat - 0.492 9/16 8/27
<1 + ( Pr ) )
The Raleigh number used in equation 4.10 is caiedlas follows:
_ 9.81Pr(Ts — Tarm) L3 T, (4.11)

Ra 2
wherev is the kinematic viscosity,slis the surface temperature of the receiver,
Tam IS the ambient temperature, L is the height ofrdeziver and d, is the thin
film temperature taken as the average of the diheitemperatures. The receiver
is assumed to have a cylindrical surface areaishat a uniform temperature of
565 °C.

The two Nussult numbers are combined, and the atioveheat loss coefficient
is calculated as follows:

1/3
Nucomp = (NUgat + Nu?orce) (4.12)
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h — kNucomb (4.13)
©onv-0.5(L+ D)

wherek is the thermal conductivity of air and D is thee®er diameter.

Using the above results and the receiver surfae®, &, the convection heat loss
is calculated as follows:

Qconv = hconvA(Ts - Tatm) (4.14)

The radiation heat loss is also calculated using@umation fromCengel (2002:
46):.

Qconv = SO'A(T: - T;}tm) (4.15)

An emissivity of 0.85 is assumed (ldbal. 2014).

The reflection losses are calculated using an asguabsorptivity of 0.96 (Het
al. 2014); i.e., 4% of the energy aimed at the recas/ost.

When determining the size of the convection andbatexh losses at the receiver,
the size of the actual receiver is a very imporfactor. The receiver size will
vary depending on the solar multiple, as the remwecan only handle a certain
amount of heat flux per area.

The receiver size was scaled using a receiver otigat flux of 0.567 MW/m2,
which delivered results that matched the receizssutilized in the SAM model
well, as can be seen in figure 4.2. Notice that3A& model does not scale the
receiver size completely linearly, as it is muchrencomplex and takes actual
available pipe sizes etc. into account.
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Power block input power (MW)
Figure 4.2: Receiver size validation of model vs SAM
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4.2.5 Calculating electrical output

The Chambadal-Novikov efficiency is used to motiel thermal efficiency of the
power block. Storage is assumed to have an hofiilyiemcy of 99.8%, which
corresponds to an hourly temperature drop of orgregeCelsius and a daily
efficiency of 95% which is slightly conservativéeE, 2014).

The current favoured remuneration structure for @&fts pays a premium for
electricity during evening peak hours, a lowerftaturing the rest of the day and
nothing between midnight and five o’clock in the mmiag. The intention behind
the tariffs is clearly to incentivize IPPs to canst and run CSP plants that will
provide power during peak and mid-merit demand quisti Incentivizing CSP
plans to shut off during the night time hours woslgoport improved capacity
factors and efficiency on the conventional systesebload plants.

In order to respond to this tariff structure, thedal is set up to bias electricity
production towards evening peak. In effect, the eh@dll fill the thermal storage
to a certain percentage before allowing electrigitpduction during daylight
hours. The percentage to which the storage igdfilean adjustable input to the
model. The reason why the percentage needs to jostale is that for plants
with high solar multiples it would result in excessspillage of energy during the
day if a large portion of storage must first béetil before power can be produced
by the rest of the plant.

For a specific plant setup, the plant can be ruh anything from a very strong
storage bias to a very weak storage bias. The tufmm these running methods
can then be compared in order to identify the rfensturable option.

Starting up a plant is an energy intensive procasd, multiple light-up cycles
during a day can increase the wear and tear oplame. The model consumes the
equivalent of half an hour's worth of thermal enedyring light-ups, and the
plant is constrained to running at half load fag trour during which the light-up
occurs.

To prevent an excessive number of light-ups, tlh@tplk prevented from lighting
up in cases where there is not enough energy alaifar the plant to run for at
least two hours after light-up at full load. Furtinere, there is a slight bias during
the daylight hours towards running at a slighthywdwo load in cases where there is
not enough energy currently available to run ttaapat full load until the evening
peak. This is done to prevent the plant from beshgt down during daylight
hours and having to restart in the evening.

At all times when the station is producing powerb5avW parasitic loss is
subtracted from the power produced.

4.2.6 Outages

The tower model can handle outages in one of twgsw@depending on the
requirements of the scenario being investigated.
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First, in situations where there is a need to rtatch too much importance to
when an outage occurs at any given plant, the tysdamt output can be adjusted
downwards to represent the impact outages haveremralbpower production.

The second way the model handles outages is iratgihs where outage

behaviour is of particular interest (e.g., where timpact that the remuneration
structure has on when outages are being scheduledder investigation). Here

the model can be set up to schedule outages ogefotiiteen days of the year
when the least profit is being generated. In tlise¢c an additional seven days is
blanked of on a random basis when the outputssed in the system model. The
seven days in question represent unplanned outages.

4,27 LCOE, LPOE and Return

While the pre-set remuneration structure descrilmedection 4.2.4 is used to
schedule power production, the relative meritsafous locations for CSP plants
still have to be weighed against each other. Ireotd do this on an equitable
basis, the LCOE at each location would normallydeéermined using equation
4.16.

yn Lot M +F (4.16)

=1 (141t

n E¢

Lt=1 (T 1 1)t
In this equation, Lis the investment expenditures in the year t, idthe
operations and maintenance expenditures in thety&ais the fuel expenditures
in the year t which in this case is O, Et is eletir generated in the year t, r is the
discount rate and n is the life of the plant. For purpose of calculating LCOE,
the plant is assumed to have a life of 20 yearsaagidcount rate of 12%.

LCOE =

While LCOE gives a good indication of what eacht whielectricity would cost to
produce, it would only indicate the most favourabbafigurations and locations
for plants in cases where there is a flat tariff;,iwhen there is no distinction in
terms of profit between units of electricity that agenerated at different times of
the day.

In order to take into account tariffs that inceidév production during specific
hours of the day, a slightly different measure,eleed profit of electricity
(LPOE), was developed by Silingaal. (2014):

n B— I+ M+ Fp) (4.17)
Zt:l (1 + r)t

E
DX e

LPOE =

where Ris the amount of profit generated by electriciyes over the course of a
year. LPOE resembles the definition of CSP nete/alaveloped by Namovicz
(2013), but it does not include payments for pgoditing in reliable reserve.
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Equation 4.18 is used to determine the best planfiguration in terms of return
on investment. The equation can also be calcukddCOE divided by LPOE.

Zn_ Pt - (It + Mt + Ft) (4.18)
Return = = 1+ )"
gn et Mt )
=1 (1+n)t

This return related metric was the actual methoedu® determine the plant
configuration at various plant locations for thedst IPPs will not design CSP
plants in configurations that optimize LCOE; theil design to optimize return
on investment.

In order to calculate investment expenditure for naultitude of plant
configurations, cost information from a World Bamport on South African CSP
technology options that was compiled by Fichtnédd1l(® was used. The data
shown in the table below was scaled according &rtape, electricity send-out
and hours of storage as indicated.

Table4.1: World Bank report data on tower plant cost (Fichtner, 2010)

Central Receiver CSP
: 50 MWe 100 MWe 100 MWe
ftem unit g 15h &9h &15h
Storage Storage Storage

Aperture Area 1000 mZ 636.3 866.1 1340.0
Scale with Aperture:
Site Preparation mil US$ 19.9 27.0 42.4
Heliostat Field mil US$ 165.4 218.3 323.3
Receiver System mil US$ 85.8 106.4 144.3
Balance of Plant mil US§ 30.0 40.7 55.0
EPC Contractors Engineering mil US$ 34.0 46.1 62.8
Scale with Electrical Output:
Tower mil US$ 8.8 15.0 15.0
Power Block mil US$ 65.4 110.0 110.0
Scale with Thermal Storage:
Thermal Energy Storage mil US$  49.3 58.7 95.3
Percentage of total:
Contingencies mil USH 42.5 57.6 78.5
Owners Costs mil US$ 27.6 37.4 51.0

The operating cost is set at 1.85% of initial inesnt expenditure.

To identify optimal storage bias and plant confagions, the following processes
were followed: At each major grid point DNI, ambigiemperature and wind
information was used to simulate the CSP plant wufpr a range of solar
multiples and hours of storage. Each configuraivas run with a range of storage
biases. The plant configuration and running mettiad gave the highest return
was considered optimal for that location for a givemuneration structure. The
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electric output curve for that given optimal cownfigtion and running method was
then set as the output curve for the location fgivan remuneration structure.

4.2.8 Validation

Validating the model required comparing the outgaotsa specific location with
the outputs generated by SAM for the same location.

Three different aspects were covered for validatibthe model. The first of these
was comparing the net amount of thermal energyectt by the receiver in the
model versus SAM. In figure 4.3, the energy cobéctluring a week with good
DNI is shown along with a week with bad DNI:

700 700
600 600

500 500

400 400
300 300

200 200

Thermal energy collected (MWh)
Thermal energy collected (MWh)

100 100

O A L L \‘ L | O N il L L L |
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Figure 4.3: Comparison of net thermal ener gy collected showing SAM resultsin red and
model resultsin blue

As figure 4.3 illustrates, the model compares reabty well to SAM. It appears
that the SAM receiver tends, during peak timesgdtbect slightly more energy
than the modelled receiver. This is possibly dueatslightly higher receiver
thermal efficiency in the SAM model. The other digfy that can be seen during
a good DNI week is that when storage is full angl tmodels start to spill (i.e.,
when heliostats are aimed away from the tower sxao further energy can be
absorbed), SAM will spill slightly more energy théime model, indicating that
other processes within SAM are happening at higéiéiciencies. Overall,
however, a reasonably good correlation is shown thiglpart of the model is
considered valid for system analysis.

In order to show that reasonable results are aetiesver a range of
configurations, table 4.2 shows the percentageatieni between SAM and the
model at maximum total electrical output for a ramd configurations in terms of
storage and solar multiples.
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While the largest deviation at both ends of thecspen is about 18%, the model
matches SAM reasonably well for solar multiples2oto 3 with about six to
twelve hours of storage. This happens to be thgeran which most of the
optimal plants, for a two tier tariff that incenties evening peak production, can
be found.

Table 4.2: Model deviation from SAM

Solar Multiple
Storage
1.5 2.25 3
6 17.97% 11.44% 2.75%
12 17.75% 2.33% -13.44%
18 17.51% 6.99% -16.73%

The increased deviation between the model and SAknvoptimised for the two
tier tariff is attributed to the attempt to handhe optimal tariff structure and is
not assumed to be attributable to the technicadityalof the CSP model. Part of
the goal in this project was to develop a CSP madbat is fundamentally
programmable in full and this deviation highlightise difficulties of using

simulation tools that do not allow in-depth modaigmeter settings.

The last aspect of validation looks at the houtBceicity output of the model

versus the hourly output of SAM. Figure 4.4 shotes two outputs for five days
that have good DNI and five that have bad DNI fases where SAM and the
model were run with strong and weak peaking bid® draphs marked A and B
have a weak peaking bias and the graphs markedl®drave a strong peaking
bias.

Even in cases where the model was run with a weakipg bias (A & B) it still
tended to produce less electricity than SAM. Thesd is definitely amplified in
the cases where the model was run with a stronkjigpaias (C & D). Moreover,
during the five days with bad DNI in the case wheoth SAM and the model
were run with a strong peaking bias (D), there waday where the model
produced evening peak electricity and SAM produeithing.

This section of the validation process serves twsthat while both SAM and the
model gather the same amount of energy, it is itaitecases being applied in a
different manner. The model can be set to haveoagr peaking bias than SAM;
this is not necessarily a good or bad thing, & iinction of the way the model
has been programmed to behave. In cases wherewsth run with a weak
peaking bias, the model was still reasonably ctos8AM's outputs in terms of
energy production. These results demonstrate thatntodel can allow for a
stronger bias towards the plant being run to pmydwer during evening peak.
Whether this is how the plant will run, however, pdeds on financial
performance.
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Figure 4.4: Hourly electricity output showing SAM resultsin red and mode resultsin blue

4.3. Parabolictrough

A diagram of the parabolic trough plant layout &&nseen in figure 4.5. There are
four separate heat transfer fluid loops:

Solar heated oil loop to storage — oil is pumpeadubh collector tubes
that have trough shaped heliostats focused on tnsinthe thermal
energy is transferred via a heat exchanger tesgatige.

Solar heated oil loop to power block — oil is pumhplerough collector
tubes that have trough shaped heliostats focusethem and the
thermal energy is transferred via a heat exchatogdre conventional
power block.

Storage heated oil loop to power block — oil istadaby the thermal
energy stored in the molten salt and. The thernmargy is then
transferred to the steam cycle via a heat exchanger

Steam cycle in power block — steam conveys theggrfeom the heat
exchanger to the turbine.
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The model looks at each separate part of the amtemodels the efficiency of
each of the components that has been discussed. wHye in which the
components interact with each other in order toegate electricity is also
observed.

N~ N Heat Turbi o
U/ Exchanger uroine enerator
g m— r— e
N~ N Hot
NUERNY, Tank
e/
N N Heat
\\_ U/ Cold Exchanger
Tank
N N U L
T Cooling
Condenser Tower
Collector Fielc

Figure 4.5: Parabalic trough plant layout

Many parts of the model function follow the toweodel. A comparison of the
modelling of the two technologies is made in secttéh3.1. The method for
determining the amount of energy that reaches thieecotor field and the
modelling of the collector field efficiency will bdiscussed in section 4.3.2. The
receiver heat balance is discussed in section.4.3.3

The electrical output and outages are covered ictiose 4.3.4 and 4.3.5
respectively. Financial aspects are discussed aiiose 4.3.6 and the final
validation of the entire model is in section 4.3.7.

4.3.1 Comparisonsto tower plant

While the storage and power block here resemblemies for the tower plant type
in section 4.1, there are significant differencélsese differences, listed below,
are caused by the lower maximum temperature athwe collector section of

the parabolic trough plant can function (about 39D due to the use of oil as the
transfer medium:

. Lower thermal efficiency

. Larger cooling load — bigger fans used for forceaftdcooling causes
a proportionately larger cooling load that leadsigher internal plant
power consumption
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. Increasing component size — an increase in stedumeorequired to
produce the same power output necessitates inogett®® component
size throughout the power block

. Larger storage size — because of the smaller lpatinge, larger
storage must be built to accommodate the same anajurimermal
energy

Furthermore, there are large pumping requirememtsght about by the need to
circulate the oil through the very large colledietd.

Notwithstanding these differences, the model g8ks the same input data types,
and the concepts of the solar multiple and houstahge is consistent.

4.3.2 Calculating available power

To calculate the amount of redirect-able solaratain, the incidence anglé)(is
required. It can be calculated from the following:

cos® = +/(1 — cos? §sin? w) (4.19)

whered is the declination angle anglis the hour angle. Both were calculated as
described in section 4.1.3. The above calculationks/ on the assumption of a
plane rotating around an east-west axis where montis adjustments are made to
minimize the angle (Duffie & Beckman 2006:21).

In cases where the collectors are set up to raedend a north-south axis,
equation 4.20 is used instead:

cos B = /(sin2 6, — cos2 §sin? w) (4.20)

whereb; is the zenith angle. For the purpose of this stadyy parabolic trough
configurations with a north-south axis layout weoasidered. The relative merits
of the two configurations are discussed in Apperfdix

The cosine of the incidence angle was then usedjiration 4.21 to calculate the
irradiation available per frof aperture for each hour of the year.

P = DNI * IAM * ngp * cos © (4.21)

whereng is the optical efficiency, which is set at 75%ddAM is the incidence
angle modifier as defined by F. Burkholder and Gts€her (2009):

) cos 8 + 0.0008840 — 0.000053762 (4.22)
IAM = min/{( 1,

cos©

In order to calculate the plant aperture from thiarsmultiple and the maximum
available irradiation calculated, the following @gsassumptions were made:

. Collector thermal efficiency of 90%
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. Heat exchanger efficiency 99%

The abovementioned collector efficiency does notuide the optical efficiency,
but refers only to the thermal efficiency of thdlector. The design point power
block thermal efficiency was again calculated usthg Chambadal-Novikov
equation. The hot well temperature was set as 390 ahd the cold well
temperature was again the yearly average ambiempeature of the site in
guestion.

The calculated aperture was then multiplied with délvailable power to calculate
the power redirected to the receiver.

4.3.3 Calculating receiver losses

The heat loss per meter of receiver tube was ckll using an equation
developed by F. Burkholder and C. Kutscher (2009).

HLTerm1 + HLTerm2 + HLTerm3 + HLTerm4 (4.23)

HL =
avgW/m (To — T)

HLTerm1 = (A0 + A5,/V,,)(T, — T,) (4.24)
TZ — T? (4.25)

HLTerm2 = (A1 + A6,/V,,) 5 = — Tamp(To — T
A2 + A4I,IAM cos 0 4.26
HLTerm3 = < ‘; ) (T3 - T?) (4.26)
(4.27)

A3
HLTerm4 = T(Tg -T)

where \{, is the wind velocity, Inp is the ambient temperature, Ts the
temperature at which heat transfer fluid leaves dbkector field and Tis the
temperature at which heat transfer fluid enterscibigector field. The values for
A0 through to A6 can vary depending on the stateephir of the receiver tube.
All coefficients are given in Appendix B.

The losses were calculated for each tube condifitien the final losses were
combined using the assumption that 98% of the tubese under vacuum
conditions, 0.5% of tubes had broken glass (thesgknvelope is completely
missing), 1% of tubes had lost vacuum (the glasselepe is present but is
cracked) and in 0.5% of the tubes sufficient hydrogvas present between the
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absorber and the glass envelope to conduct a isignif amount of thermal
energy.

4.3.4 Calculating electrical output

Calculating the electrical output was done exaalydescribed in section 4.2.5
with the exception of the method for calculatingifary power. In addition to
the 5 MW loss that is taken whenever the unit isdpcing power, there is an
additional pumping loss that is included wheneveermal energy is being
collected, regardless of whether the unit is rugnirhe amount of power required
to move thermal oils through the collection fietdsignificant and is scaled with
field size.

4.3.5 Outages

As with the tower type of plant, outages can bedhethin one of two ways. The
plant can be shut down for a set number of daysdbiamcides with the lowest
profit generating period. Or, the overall powerpuitcan be lowered by a set
percentage.

4.3.6 LCOE, LPOE and Return

The same method as described in section 4.2.7 seabsta determine the plant
configuration and running method that generate$itjeest rate of return. The
data used to calculate investment expenditureawshn table 4.3 (Fichtner,
2010).

The yearly operating cost is set at 1.97% of ihitigestment expenditure.

Table4.3: World Bank report data on parabolic trough plant cost (Fichtner, 2010)

Trough CSP
. 100 MWe 100 MWe 100 MWe
ltem unit | 2 oh &45h &13.4h
Storage Storage Storage
Aperture Area 1000 m2 1086.0 1216.0 1282.0
Scale with Aperture:
Solar Field mil US$ 284.4 323.6 334.2
HTF System mil US$ 59.9 68.1 70.3
Balance of Plant mil USY 46.0 45.0 55.7
Engineering mil US$ 37.3 36.4 45.1
Scale with Electrical Output:
Power Block mil US$ 107.7 107.7 107.7
Scale with Thermal Storage:
Thermal Energy Storage mil US$ 123.6 62.7 184.4
Percentage of total:
Contingencies mil US§ 62.2 60.7 75.2
Owners Costs mil US$ 34.2 33.4 41.4
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4,37 Validation

In validating the parabolic trough model, outputs pecific location were
compared with the outputs generated by SAM for dame location and plant
configuration.

As with validation of the tower plant, three separaspects were covered for
validation of the model. Firstly, the amount of riimal energy collected by the
model and SAM were compared. The graph below shtbesamount of energy
collected during five days with good DNI and duriinge days with bad DNI:
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Figure 4.6: Thermal energy collected showing SAM resultsin red and model resultsin blue

It can be seen that during peak collection peritus,model collects significantly
more energy than SAM. This happens because the Inh@dea much larger
collector field. The larger collector field is dteethe model’'s power block having
a lower design thermal efficiency than the powesckl modelled in SAM. A
further discrepancy is caused by the fact that S#dds not start to spill thermal
energy only when the thermal storage is full, loufiaict spills pre-emptively. This
contributes to the lower peak collected energytarfAM collecting more energy
once storage is "full”.

Figure 4.7 shows the summation of both the coltt@ed estimated spilled
energy of the model and SAM. Notice that, asidenftbe impact of the different
aperture sizes, the model and SAM correspond reagprwell in terms of
thermal energy collection.
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Figure 4.7: Collected and estimated spilled thermal energy showing SAM resultsin red and
model resultsin blue

Secondly, the deviation between the total amourglettricity produced by the
model and SAM, when both are running for maximuntpati (table 4.4), show
that the model performs reasonably well for a ramfggonfigurations:

Table 4.4: Model deviation from SAM

Solar Multiple
1.5 | 2.25 3
6 | -351%| -2.69% -4.23%
12 | -2.23%| -3.08% -5.41%
18 | -1.56%]| -1.36% -3.47%

Storage

Lastly, the hourly energy output of the model istf@dd versus the hourly output
of SAM. Figure 4.8 shows the two outputs for fivaeyd with good DNI and five

days with bad DNI for cases where SAM and the maggk run with strong and
weak peaking biases. The graphs marked A and B haveak peaking bias and
the graphs marked C and D have a strong peakisg bia

As with the tower model, the parabolic trough maeelds to produce slightly less
electricity than SAM even when both are run wittveak peaking bias (A & B).
The model is much more likely to shift energy praiilon towards evening peak
hours than SAM. One consequence of this is thatritbdel actually tends to use
more energy than SAM, as it is sometimes runnirgdbllector field while it is
not producing energy. Due to high pumping coste@aged with moving the heat
transfer fluid through the large collector fieltietelectricity consumed when this
happens is significant. It should be noted that glent configuration used for
validation is not necessarily the optimum plant f@uration for the site in
guestion.
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Figure 4.8: Parabalic trough hourly eectricity output showing SAM resultsin red and model
resultsin blue
44, PV

An already existing model created by Gauché aniflat@d by Gigimayr (2013)

was used to model the PV plants specified in the. [Rhe PV plant model uses
hourly DNI, DHI and ambient temperature informatias inputs. The GeoModel
data set does not include DHI information so DHkaculated from GHI and

DNI using equation 4.28:

DHI = GHI — DNI cos 6, (4.28)

where8, is the zenith angle. In cases where, during thy édeurs of the day,
small measurement inaccuracies cause the abovéi@ytmget negative results,
the DHI is set to 0.

The model further makes use of the following assionp:
. Cell efficiency: 15%
. Irradiance efficiency: 0.000125 W#rhelow 1000 W/rh
. Temperature efficiency: -0.005/°C above 25°C
. Ground reflectivity: 0.1
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PV panels work by converting solar irradiation tecgrical output via a physical

process. PV panels convert not only the direct aomapt of solar irradiation, but

also diffuse irradiation as well as direct irraghatthat have been reflected from
other surfaces onto the panel. These differentstgbeolar irradiation can be seen
in figure 4.9. Because the PV panel does not havedirect the radiation, it can

make use of energy that would have gone to wasaed8P plant.

Diffuse Irradiation

Direct Irradiation

Reflectec
Irradiation

Figure 4.9: Irradiation onto PV panel

The effective irradiance intercepted by a PV pasdnown as the total aperture
irradiance and is calculated using the equatioavizel

14+ ;05 B) +ol, (1 - ;05 B)] (4.29)

where } is the DNI,6 is the angle of incidenceylis the diffuse irradianceg Is
the total irradiance falling on a horizontal sugaf is the angle between the
collector panel and horizontal apdis the reflectance of the surrounding area.
(Stine & Geyer, 2001).

As the above makes clear, the direction in whighphnel faces is important. A
PV panel that tracks the sun and maximizes the ateoludirect irradiation it
receives will collect more energy than a statioryy panel. On the other hand,
tracking technology incurs more cost, both durimgpstruction and operation.
There is no one single trend when it comes to I&genstallations, and thus the
various types of tracking strategies are includetthé model:

It = Id cos O + [Idif(

1. Fixed latitude tilt — the panel is fixed in positiavith an angle that
matches the latitude of the installation betweea panel and the
ground. The panel faces towards the equator.

2. Fixed tilt — as above, but the angle between theepand the ground
does not match the latitude of the installation.
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3. Declination tilt — the panel is installed with amgte between it and the
ground and facing the equator, but the angle iaséelfl according to
the time of year in order to maximize yield.

4, Azimuth tracking — the panel tracks the sun onbnglone axis. The
panel still faces the equator at all times, but dngle between the
panel and the ground shifts in order to minimizedngle to the sun.

5. Hour angle tracking — the panel shifts along botisato keep it facing
the sun, but the panel only shifts position on aarly basis.

6. Full tracking — the panel shifts position to keegectly facing the sun
at all times during the day.

Because it is not known which type of tracking phaiil be built in the future, the
approach will be to simulate all six types of ptarind average the resulting
power output for each location. The irradiation exg@nced by each type of
tracker over the course of a single summer dalgasva in figure 4.10.
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Figure 4.10: Irradiation per tracker type

The annual duration curve for the smeared PV owtpatsingle site is shown in
figure 4.11.

100

80

60

40

Electricity output (MWh)

20

0 L L L 1 L L L
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Hours

Figure 4.11: PV annual duration curvefor asinglesite
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4.5. Wind

Converting wind speed to wind turbine power outigua fairly simple process if
the wind speed at the correct altitude and the ofpeind turbine are both known.
The wind speed can simply be matched to a fittehecwith the electricity
production data provided by the wind turbine mantifeer. The outputs can then
be multiplied by the size and number of units itksta This modelling method
assumes the absence of field effects.

Unfortunately, the available wind velocity informat that has sufficient
granularity (provided by GeoModel) was measured@tm above the ground,
while wind turbines typically operate at heightsaifout 100 m. A method to
convert the data measured at 10 m to reasonaldiieity outputs was developed
and validated by Giglmayr (2013). This method wasdiuto develop wind power
output curves and is described below:

. Extrapolate wind speed at 100 m. The Hellman expiadaw is used
to extrapolate the wind speed at 100 m from thedwjmeed at 10 m.

v (HEO)(X (4.30)

Vo
In the above, v represents the wind speed in m/s tHe heights at
which the speeds occur andis a friction coefficient. The basic
premise is that wind speed is lower at ground leet to friction
caused by surface obstructions. The friction coeffit was set to
0.126. This value was developed to represent grawgrdlitions in
areas where wind farms were likely to be constaidi@€iglmayr,
2013).

. Calculate the electrical output. The wind speedsutated in the step
above are converted to electrical outlet using fitted curve that
matches the data provided by the manufacturereottiercon E-101,
which is a 3050 kW wind turbine. For the purposehi$ study, only
one type of wind turbine was considered in ordersitmplify the
modelling approach. Both fitted curve and manufestwata points
are presented in the figure 4.12.

. Calculate the capacity factor. Capacity factor ¥and turbines is
calculated by using equation 4.31.
__E (4.31)
F =5 8760

where E is the total output of the wind turbine tloe year and P is the
rated size of the turbine, i.e. 3050 kW. The capdeictors generated
using the wind velocity data extrapolated in thepstbove will
generally fall over a much wider range than wouéd dxpected for
sites that are being considered for commercial Warch operations.
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The generally expected capacity factor bandwidtluld/de between
27% and 42%

4000 ‘ ‘ ‘
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Figure 4.12: Enercon E-101 power output vs. wind speed
. Calculate the velocity adjustment factor. For eaith, a factor must

then be calculated that would move the calculatgzhcity factor into
the required capacity factor range while maintajnits proportionate
position amongst the sites being considered. Theatemns below
show how the velocity adjustment factor was cakedla

CF — CF.. CFRangereq(CFactual - CFmin,actual) (4'32)
red minred Cl:‘Rangeactual
4.33)
3| CFreq (
Adjustment = |———
CFactual
. Iterate the above two steps. It is not possibladfust the capacity

factors in one step. Adjusting the wind turbine exfse might either
move the lower wind speeds from a range where dhgne is not
moving into a range where the turbine is movingrmve the higher
velocities into a range where the turbine no lorfgections. There is
also a significant part of the speed range whetputypower does not
very. Thus, the above two steps must be iterateill thhe difference
between the achieved and desired capacity factalis within a

reasonable error margin.

Figure 4.13 shows the annual duration curve anardigl.14 shows total hourly
electricity output for a week for a scenario whitrere is a total installed capacity
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of 4250 MW based on wind data from twenty-five site
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Figure 4.13: Wind annual duration curve
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Figure 4.14: Hourly electricity output

4.6. Conclusion

In this chapter hourly models for four renewablehteologies were developed and
validated to the point that they are considered@ppate for further use in the
system model. In the next chapter the conventienatgy system model will be
discussed.
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5. CONVENTIONAL SYSTEM MODEL

This chapter covers the conventional system mobat tonsists of all the
generating units in the grid not covered in Chagtefhe technologies covered in
this section are much more dispatchable, and theenaf the modelling differs in
that output is governed by demand. This chapteamap on work published in the
proceedings of SASEC 2014 (Auret & Gauché, 2014).

5.1 Introduction

The conventional system model operates from thenagson that the plant
output is governed by system needs. This is inreshiwith the IPP controlled
plants where each plant would be operated withy@nom maximum profit. The
model runs on two nested loops. The outer loopainstall daily activities, and
the inner loop contains all hourly activities. Tedés/o loops can be seen in figure
5.1, which shows the conventional system modeldloavt. The technology types
are divided into base load and peaking categddesinctions between these two
categories and how different technologies are leghdie discussed in section 5.2.
Almost every step in the model involves either upgpor processing data from
the unit list table discussed in detail in sec&B. As with other technologies, the
generating units in the conventional system model aso subjected to both
planned and unplanned outages. How these outageasaigned and timed is
discussed in section 5.4. Cost and validation akered in sections 5.5 and 5.6
respectively.

5.2 Typesof plants

The conventional generating units are divided ipése load units and peaking
units. These types of units are handled in differeanners. Coal-fired, CCGT
and nuclear plants are seen as base load unitg.areedeployed first in order to
meet demand. Coal plants are operated at loadsngabgtween 40% and 100%
of their full capacity, and CCGT plants can vargithoad from 50% to 100%.

Nuclear units are never run below 80% capacitydBl&a Veatch, 2012).

Peaking units are only deployed in cases wheréddse load units are incapable
of meeting demand. Such cases occur either whebase load units are already
running at their full capacity and more power igueed, or when the base load
units cannot ramp up power production fast enoughtd limitations on the rate

at which they can pick up load.

The model deals with three different types of pegkinits: hydro power stations,
pumped storage stations and OCGT stations.

In the case of hydro power stations and pumpedgéostations, the number of
hours that each of these unit types can operataeglany given day is limited.
Other countries may run their hydro power statiassbase load stations, but
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South Africa is a water scarce country. Hydro etai are generally used to
balance load distribution over the country (Esk@®13). In the model, hydro
power stations are simply considered as peakingepstations that are limited to
eight hours of full load operation per day.

Calculate the starting base

Start — 2 load send out from the E;M:: S—
coal and nuclear stations. oo
Check if outages are due
R Forb=1 - T
to hours .
Put scheduled units on
planned outage if
J sufficient reserve is
Set peaking station output available
fo zzro 1
1 Put scheduled units on
Read NextDemand from vaplanned outage
the demand curve 1
1 Baset the available
pumped storage and
L————— hydro station capacifies
£ base load F ; >
<Nex Demand
T
" !

Calculate the amount of Calculate the amount of
load each running unit load each running unit
can pick up can drop
1 1
Pick upload to meet > < Drop load to mest
demand l demand

Calcolate base load
"
Deecrease the outage hours
for each unit on cutage.
"
Caleulate houtly load
contribution for each
technolegy type.
E <hours : . N 2 =davs
End .

Figure5.1: Conventional system flow chart

Pumped storage stations are limited in the numlbeoperating hours during
which they can run full load because they must dedéd (by having water
pumped back up to the upper reserved dam). In thdem pumped storage
stations are limited to eight hours of full loadeogtion in every 24-hour cycle. Of
the eight hours four are reserved for evening ogekation.
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OCGT units do not have the same limitations asdpadwer stations and pumped
storage stations, but they are the most expensiven fof power in the

conventional system. To minimize cost, pumped g®rand hydro units are
always loaded first when available. Only in casé®me there is still a shortfall
after the pumped storage units are at full loadsdbe model run the OCGT units.

5.3 Unit information table

The unit information table is a table that contanfsrmation on each generating
unit in the system. Some of the information corgdiin the table is static and is
setup as an input to the model. Other fields withrege with every iteration. An
example of a unit information table showing singhéts of various types is shown
in table 5.1. Notice that in cases where specifformation is known about unit
output, i.e. for existing plants, exact data isdudeskom, 2013). Where this is not
available, generic units are added (Black & VeaRil,2).

Table5.1: Unit information table example

Max Min Ramp Outage| Load Up Down Pump
Load | Load Rate Status | (MW) | Available | Available Type Hours
(MW) | (MW) | (MW/h)
Old Coal 615 246 190 0 244 0
Nuclear 900 720 900 0 720
Pumped
Storage 200 0 200 0 0 2
Domestic 20 0 20 0 0 3
Hydro
OCGT 147 0 147 0 0 4
New Coal 600 240 600 0 240
Imported
Hydro 750 750 750 0 750 6
CCGT 600 300 600 0 300 7

The descriptors shown in the first column of tharaple table are not actually
included in the table used in the model but aréuged here for clarity. The Max
Load column indicates the maximum power output thajenerating unit can
deliver to the system.

The Min Load column indicates the lowest load atclvha generating unit is
allowed to function in cases where it is not onaget In cases where the value is
0, this indicates that that generating unit will §tarted up and stopped on a
regular basis. This is usually the case for peaglagts.

The Ramp Rate column indicates the number of meigaweat the unit can pick
up during an hour. In cases where the ramp ratgusl to the max load, the unit
in question can ramp up to full load in an houress. This is the case for all

peaking plants, but more and more it is also beogrthe norm for new base load
plants.
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The first three columns in table 5.1 are statice Tiext four columns can change
with each iteration of the inner loop, i.e. on auty basis. The Outage Status
column indicates whether a plant is available toegate electricity or not. It also

indicates how long the plant will be unavailablét ifs unavailable. If the column

contains a 0, the plant is available to generadel.ldAny number larger than 0
indicates the number of hours for which the plaititve unavailable.

The Load column simply indicates the load that ®egi unit is currently
generating.

The Up Available and Down Available columns indee&iow much load a given
generating unit can either pick up or drop duringi@en hour. Each is only
updated when necessary. When the previous baselgpdt exceeds the current
generating requirement, the amounts by which easle bad unit can drop load
before it reaches its minimum load is calculated pat into the Down Available
column. In cases where the previous base load pigdower than the current
generating requirement, the amount that each lmsk unit can pick up before
reaching its maximum load is calculated and stametthe Up Available column.
Since the model sets the peaking plant generaticzetto after every hour, only
the Up Available column is ever used by the peakitent. This measure is
calculated only if the base load plants are noabbpof meeting full demand.

The Type column indicates the plant type. Thisseduwhen determining what
actions should and should not be taken with a gptant. The nhumbers indicated
in the example correspond to the types shown iméseription column.

The Pumped Capacity column is used to show how nma@gawatt hours in a
given 24-hour cycle pumped storage and hydro plaat® left to produce. For
each unit, this is a capped amount that is resét day.

In some versions of the model, an additional columas used to indicate when a
given unit was constructed. This was used for ngspiurposes in cases where
technologies had learning rates.

5.4 Outages

Two types of outage are taken into account: plarar@tiunplanned. Both run on
predetermined lists. Both lists include start dadesations and, of course, the unit
numbers. All outages are assumed to start at h@mdllast for multiples of 24-
hours.

At the start of every 24-hour cycle, the model dsethe planned outage list for
outages that are due. All due outages are then antovthe outage execution list.
Planned outages on any given unit only occur ifahis sufficient generating
capacity over the duration of the outage for thea®ing units to be able to
supply the highest demand that occurs during théreemperiod plus a
predetermined margin. The model checks the outageuéion list to see if there
is sufficient generating capacity available for afythe due outages to occur. If
there is sufficient capacity, the number of outhgers is added to the Outage
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Status column in the unit information table, and tutage is removed from the
outage execution list. Planned outages do not sadgshappen on the day for
which they are planned, but can be deferred unéte is sufficient generating
capacity available.

The margin that is referred to in the case of catajanning is a pre-set

percentage. This percentage is multiplied with whet the maximum demand in
a given period is to determine the amount of swrglenerating capacity that must
be kept in reserve to cope with unplanned outagks. percentage margin is a
model input and can in fact even be negative. Wietermining the amount of

generating capacity that is available to meet deinglns the margin, not all

generating capacity is treated equally. All of gemerating units that make up the
conventional system are allowed to contribute 100%ey are not on outage.

However, only 6% of available wind capacity is ctathtowards reserve margin
as it is intermittent in nature. No contributiorodn PV is taken into account

because PV does not contribute during the traditipeak hours. CSP that is set
up to prioritise electricity production during eveg peak contributes 80%, but
only during peak hours.

Only after planned outages have been set up andhitted to are the unplanned
outages implemented. The unplanned outage listrelsalates and durations, but
unlike planned outages, they cannot be deferreérdipg on system demand.
The start date and duration of unplanned outagesaadomly drawn up, and the
limitations are that each unit will only half a t@n percentage of outage hours
per year.

5.5 LCOE

The LCOEs, calculated by EPRI (EPRI, 2012), thatwsed to calculate system
costs in the 2013 IRP amendment document will bésased to give an indication
of system costs in this model. These costs wiluged for technologies included
in the conventional model as well as for wind and Por each technology, the
IRP LCOE will be multiplied by the number of kilotwdours contributed by that
technology to the grid. All these costs are addggther and divided by the total
power produced over the course of the year. Thativel cost per kilowatt hour

produced in the above method can then be used rtpa@ outcomes within

scenarios.

Note that the LCOE produced in the EPRI study fer OCGT is based on the
assumption that the OCGT plant will run on LP gasl aot on diesel (EPRI,
2012). This does not reflect the current situabanhinstead is based on the long-
term plan. The impact of this is that the LCOE lné OCGT is about R4/kWhr
lower in the projections than in reality (EPRI, 205ilinga & Gauché, 2013).
While all renewable energy plants are cost conmipetitvith OCGT plants that
burn diesel, only some of them can compete whema$is used as fuel (DoE,
2013).
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The uncertainty with regard to the source and adsfuel is reconciled by
considering the amount of OCGT power as a sepayeiem adequacy measure.
This is further discussed in section 7.2.

5.6 Validation

The initial validation of the model consists of ckimg that the model behaves as
it is expected to behave. This is accomplished Ibjtipg the stacked electricity
generation for each technology against demand a\gven period. An example
of this can be seen in figure 5.2

80000 CSP
70000 - Wind
60000 - PV
g 50000 - Domestic Hydro
; 40000 - mesm Pumped Storage
£ 30000 e OCGT
= 20000 - = Imported Hydro
10000 - — e
0 mmmm Nuclear
1 8 15 22 29 36 43 mm Coal
Hours = Demand

Figure5.2: Conventional system base load validation

The intent here is to test if the integrated mdukhaves logically. This initial
validation also provides a first check of demanpigy balance. Note that the
wind, PV and CSP curves in the graph are produced saibtracted from the
demand curve before the rest of the system respémdigure 5.2 the renewable
contribution and the available base load statioessalfficient to fulfil demand.
Consequentially, none of the peaking plants coutei®. The conventional base
load ramps up and down to fill up all the gaps &fer PV, wind and CSP has
been taken into account.

Figure 5.3 shows the model output for a case wtherdase load plants could not
generate enough electricity to fill all the gap# tever after PV, wind and CSP
production had been taken into account. Both trekipg plant merit order and
the fact that hydro power station output is regtdcin terms of the number of
megawatt hours that can be utilised in a 24-hoalecygan be clearly observed. On
the first day, the hydro power runs out. It carodie seen that pumped storage
does not start unless the demand gap cannot bd iy the hydro plant. This is
evident from the fact that at hour seventeen, hymreer stations are the only
type of peaking plant that is generating elecyic©CGT is last on the merit
order, and this is clearly supported by figure betause the OCGT plant only
contributes in cases where all other units are ymiond at full capacity or are
simply not available.
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The model further has a measure of built-in valatatFor every hour of the year,
a check is run to ensure that every technologyaopt generating equal to or less
load than the available capacity for the technalogy other words, available
capacity is never exceeded.
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Figure 5.3: Conventional system peak load validation

usion

The conventional model is almost entirely behawabun nature, but it was

validated to perform within acceptable bounds. irfuelel appears to operate well
when combined with the more fundamentally derivedemwable energy models.
It, in conjunction with the Chapter 4 models, canused to model the potential
electricity generating systems described in the32[RP update. The outcomes
from doing this are described in Chapter 7.
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6. OPTIMIZING CSP PLANT CONFIGURATIONS

This section describes the relation between theaanpf tariff structure on both

the outage planning and CSP plant configurationendesl during the CSP

modelling process. The aim is to highlight the akte which these aspects factor
into the amount of energy that the plants produsevall as the times when

energy is produced. These impacts are significaotigh that their effects should
be taken into account when analysing the energgisyas a whole.

6.1 Introduction

The tariff structure proposed in the current biddiround of the REIPPPP
resembles the following structuggilingaet al. 2014):

e« 05:00to 17:00 and 22:00 to 23:&® R1.65/kwWhr
e 17:00 to 22:00% R3.95/kWhr
» All other times=>» no remuneration

This structure has two apparent aims. It incengiwithe construction of sufficient
storage to provide for electricity production dgyithhe hours of evening peak, and
it incentivizes a lack of production during veryMelectricity consumption times.
This fits neatly with the requirements of the resthe system. There is a need for
peak production to minimize the use of OCGTs, buthe same time it is
necessary to ensure that there is sufficient etégtdemand left over during low
demand times to keep base load plants runningasiorable capacity factors.
This simple remuneration structure thus looks veepsible. It emphasizes the
time of day value of electricity production. Unfanately, the time of year value
is disregarded.

Figure 6.1 shows the weekly output of the twenig-fimost economically viable
CSP plant locations that were optimized based om dbove mentioned
remuneration structure. It should be noted thatGl& plants were allowed to
schedule planned outages based on perfect weattgeabting, which resulted in
the sharp drop in output at week 27. In realityndawill schedule outages based
on imperfect forecasts and historical data anceffext of planned outages can be
expected to be more distributed. The effect of anpéd outages was not included
in the data represented here.

Figure 6.1 shows that CSP power production issahéight during the summer
and dips down during the winter. As the South Adricevening peak demand is
higher in the winter it appears that seasonal C&fadiour is opposite to the
country's energy requiremenss mentioned in the literature review, Kastal.
(2013) shows that the type of remuneration strecput in place impacts on the
type of plant that is built in terms of both thdasanultiple and hours of thermal
storage. A remuneration structure that incentivizeigher winter power
production might very well result in a change iarglconfiguration.
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Figure 6.1: Weekly energy output for 25 CSP plantson atwo tier tariff

In order to investigate the impact of a seasordf,tawo fairly simple seasonal
tariffs were constructed: in the first case, fag thonths of June, July and August
the tariff was raised by 60% across the boardtah& was lowered by 20% for
all other months. In the second case, for the nsoathlune, July and August the
tariff was raised by 100% and the 20% drop fordtier months was maintained.

The seasonal tariffs were then compared to thetigvaariff by determining the
optimal plant configuration at 111 different locats across the country for each
tariff. At each location, outputs were calculateat solar multiples ranging
between 1.3 and 3.3 and for hours of storage rgng@gtween one and eighteen.
The optimum configuration and running method fochedocation was then
determined based on profits generated. In all ¢casatmges were handled by
allowing the plant to shut down for the fourteemsecutive days, during which
the least profit was generated.

The impact that a tariff system like the one ddmatiabove will have on the plant
configuration is discussed in section 6.2, andithpact on outage planning is
discussed in section 6.3. The reasons why thesaci®@re significant when
modelling the generating system are discussedciiose6.4, and the conclusions
are given in section 6.5.

6.2 Impact on configuration

The CSP tower and parabolic trough models werefoura range of inputs in
terms of both hours of storage and solar multiplee configurations that led to
the maximum return on investment were capture@&ah location in the country.
The optimum return on investment for each locatkas then compared against
each other to determine the fifty most profitablembinations of type,
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configuration and location. This was done for eaxfhthe tariff structures
mentioned in section 2.1 as well as for a plant Wes configured to run on a flat
tariff. It should be noted that the maximum retwm investment configuration
does not coincide with the minimum LCOE configurati except in the case of
the flat tariff. The resulting configuration infoation and LCOEs can be seen in
table 6.1. For each tariff the minimum LCOE thatildohave been achieved at the
selected sites if the plants were optimised forimimm LCOE is shown in the last
row of the table.

Table 6.1: CSP configuration under different tariff schemes

Two Tier | Seasonal Seasonai Flat
Tariff Tariff 1 | Tariff2 | Tariff
Hours of Storage 7.060 6.78( 6.740  14.100
Solar Multiple 1.564 1.572 1.568 3.288
LCOE (R/kWh) 2.260 2.327 2.345 1.666
Optimal LCOE
(R/KWh) 1.964 2.009 2.019 1.666

Table 6.1 shows that the first three tariff optitesd to reasonably similar results
that are nevertheless not identical. As the fir@nemphasis shifts towards
providing peak power, and specifically winter pgadwer, the hours of storage
and the solar multiple can be seen to decreaseuaigd The corresponding
decrease in energy output causes an increase IifEL@Aile the first three tariffs
differ slightly from each, all three of the othen® essentially set up to encourage
CSP energy production during evening peak hourse thnfiguration that
corresponds to the flat tariff is significantly fdifent. The flat tariff lends itself to
a plant configuration that maximizes electricitytmut. Thus, a high solar multiple
and large storage can be observed. The flat {alafit configuration represents a
base load, or mid merit type plant, while the ottemnfigurations are optimised to
provide power during evening peak.

6.3 Impact on planned outages

The impact of a seasonal tariff on outage planaing electricity send-out can be
seen in figure 6.2.

The graph in figure 6.2 makes clear that when wirgeoduction is not
incentivized, plants tend to be shut down durirgywhnter. This happens because
the winter is the lowest revenue-generating petiiodRP electricity production is
only controlled via a simple non-seasonal tarlie plants will tend to shut down
during the winter for planned maintenance. If winpeoduction is incentivized,
the shutdown phases tend to be more distributed.

It is additionally interesting to note that whemnter production is incentivized,
plant locations further north tend to become shightore economical. The reason
for this is that during the winter months, irradat density tends to shift
northward.
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Figure 6.2: Average weekly outputsfor twotier and seasonal tariffs

6.4 LCOE vsreturns

In sections 4.2.7 and 4.3.6 it is stressed thabgtenum plant configuration and
running bias is selected based on a rate of retrnthe most profit per unit of
money invested in the plant. The importance ofgisunch a rate instead of LCOE
to determine the optimum plant configuration oreguneration has shifted away
from a flat rate is illustrated in the graph inuig 6.3.
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Figure 6.3: Impact of configuration criteria on weekly energy output

This graph shows the average weekly total energyubdor the best twenty-five
plants under the two respective tariffs. It seemearcthat if a structured tariff is
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offered, then the effects that the tariff will hame the total output must be taken
into consideration when CSP plant output is beingdefied. As figure 6.3
illustrates, it is clearly inappropriate to makes ud a power profile that is based
on plant configuration and that has been optimifmda flat tariff/minimum
LCOE.

If the expected CSP contribution to a proposedesyst projected based on the
assumption that plants will be configured to mirsenLCOE, but there is a rigid

tariff system such as the one described in se&itnthe realised megawatt hour
contribution made by CSP plants to the systemblless than projected.

The inappropriate nature of using an output praféeerated by a plant optimized
for minimum LCOE if there is a structured tariff time system can also be seen in
the graph in figure 6.4.
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Figure 6.4: Characteristic output curvefor all tariff structuresconsidered

Figure 6.4 shows the difference in the averageydséctricity output of plants

constructed and run to satisfy the two differenmifftédypes. The red curve shows
the output for the best performing CSP units thateaconfigured to minimize

LCOE. The blue line shows the output of plants thete configured to maximise
return. As can be seen, the two outputs are ratissimilar. This reiterates the
point made while discussing figure 6.3. If a tarfin place, the behaviour of a
plant that is run to minimize LCOE cannot be usethbdel CSP plant sendout.

6.5 Conclusions

A rigid tariff system that is set in place to incentivize CSP power production
during certain times of the day without reference to actual system needs can
be seen to have the following impacts:

. Lower solar multiple relative to a plant designeaptimize LCOE
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. Less storage relative to a plant designed to op&rhiCOE

. Lower monthly power output
. Planned outages scheduled for winter months
. Altered daily power output profile

None of the above mentioned points are necessaetative. In fact, all but the
fourth point can be argued to be an intended outcomthe described tariff
system. The impacts must simply be taken into aticadnen modelling various
proposed systems and interpreting the outcomes.
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7.  SIMULATION OF THE IRP

The results of modelling certain scenarios from 2083 IRP update, using the
models developed in Chapters 4 and 5 and the sstems discussed in Chapter
6, are shown and analysed in this chapter.

7.1 Introduction

Three separate scenarios for the possible makéd-upeogenerating system in
2030 and 2050 were modelled. These scenarios stesdied in section 7.2. The
results are considered in terms of cost, averagpubuwcurves and system
adequacy measures. All of these results are gimesection 7.3, and then the
chapter is concluded in section 7.4.

7.2 Scenarios

In order to investigate the impact that CSP plaatis have on the system as a
whole, three scenarios from the 2013 IRP updat&(2013) were modelled for
2030 and for 2050. The scenarios were selectedubedhey showcase a large
range in the possible uptake of CSP, ranging frararg high long term uptake in
the “high nuclear cost” scenario to a very low Wptén the “big gas” scenario.
The “moderate decline” scenario covers the middbeigd. This latter scenario is
also in general representative of the magnitudéS#® capacity uptake in the IRP
scenarios not covered by this study. The unit méttion tables for the various
scenarios can be seen in Appendix C.

7.2.1 Themoderate decline scenario

Details for the amount of installed capacity fastbcenario are given in table 7.1.
Table 7.1: Moderate decline installed capacity allocation (DoE, 2013)

Technology Option Mod Decline 2030 | Mod Decline 2050
(MW) MW
Existing Coal 36230 16120
New Coal 2450 12700
CCGT 3550 9230
OCGT / Gas Engines 7800 11400
Hydro Imports 3000 3000
Hydro Domestic 690 690
PS (incl Imports) 2900 2900
Nuclear 6660 20800
PV 9630 25000
CSP 3300 10900
Wind 4250 10680
Other 640
TOTAL 81100 123420
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The moderate decline scenario was developed to rtreetSouth African
Department of Environmental Affairs requirementsr foeducing carbon
emissions. In this scenario, carbon emissions tetatecline steadily by 2037.

7.2.2 Thehigh nuclear cost scenario

This scenario was developed to consider the pdisgibf nuclear power stations
becoming prohibitively expensive. The decreasedeaucapacity is mostly made
up by adding wind, PV and CSP capacity in ordestib meet carbon emission
reduction goals. Details for the amount of insthléapacity for this scenario are
given in table 7.2.

Table 7.2: High nuclear cost installed capacity allocation (DoE, 2013)

Technology Option High Nuclear Cost | High Nuclear Cost
2030 (MW) 2050 (MW)
Existing Coal 36230 16120
New Coal 2950 11950
CCGT 2840 20590
OCGT / Gas Engines 5760 2640
Hydro Imports 3000 3000
Hydro Domestic 690 690
PS (incl Imports) 2900 2900
Nuclear 1860 0
PV 10270 25000
CSP 13400 38100
Wind 7450 25280
Other 640
TOTAL 87990 146270

7.2.3 Thebiggasscenario

The Big gas scenario was developed to addressogshility of a large supply of
LNG gas becoming available at reasonable pricesaiBefor the amount of
installed capacity for this scenario are giverhia table 7.3.

Table 7.3: Big gasinstalled capacity allocation (DoE, 2013)

Technology Option | Big Gas 2030 (MW) Big Gas 2050 M
Existing Coal 35090 11690
New Coal 1200 1200
CCGT 16330 62480
OCGT / Gas Engines 4560 6720
Hydro Imports 3000 3000
Hydro Domestic 690 690
PS (incl Imports) 2900 2900
Nuclear 1860 0
PV 4710 15900
CSP 300 0
Wind 1300 1170
Other 640
TOTAL 72580 105750
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7.3 Results

7.3.1 Cost

In the 2013 IRP update, the composition of the gtirey fleet is optimised for
specific scenarios. In most of the cases, theseasos investigate the effects of
variations in technology cost. For this reason ehare different input cost
assumptions for each scenario in the IRP. This s¢faa comparing electricity
cost across scenarios for one set of input cosingssons does not have a great
deal of relevance. Weighing up the CSP LCOE agairsstt of other technology
LCOEs, on the other hand, is of interest.

Table 7.4 shows the LCOE assumptions for speafititologies taken from the
2013 IRP update with appropriate learning ratedempnted where relevant. The
corresponding CSP LCOEs are shown in table 7.5.

Table7.4: IRP LCOEs (DoE, 2013)

2010 2020 2030

Type of plant LCOE LCOE LCOE
Old Eskom R 0.2274] R0.2274 R 0.2274
Coal with CCS R0.9957] R 0.995f R 0.99%7
Nuclear R 0.6928) R 0.6864 RO0.6737
OCGT R 1.6290| R 1.629(Q R 1.6290
CCGT with CCS R1.17300 R 1.0865 R 1.03%3
Wind R0.6939| RO0.6311] R 0.6059
PV R 1.6210| RO0.9056 RO0.661]
Imported Hydro R 0.2887] R0.2887 R 0.2887

Tabel 7.5: CSP LCOE for moder ate decline

LCOE
2010 CSP ‘Peakers’ R 2.26
2020 CSP ‘Peakers’ R 1.25
2030 CSP ‘Peakers' R1.12
2030 CSP Base Load R 0.85

Comparing the calculate CSP LCOEs (adjusted walnieg rates from the IRP)
with the LCOEs in table 7.4 shows that CSP plané$ &re optimised to provide
power during evening peak are expected to be amspetitive with OCGT by

2020. Moreover, a CSP base load plant is expectdek tcost competitive with
new coal plants that employ carbon capture by 2030.

7.3.2 Daily average curves

Each of the scenarios described in section 7.1 weatysed under three sets of
circumstances:

. Installed capacity and demand for 2030 with CSRentivised to
produce power during evening peak.
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. Installed capacity and demand for 2050 with CSRentigised to
produce power during evening peak.

. Installed capacity and demand for 2050 with CSRacigy built up to
2030 incentivised to produce power during eveniegkpand CSP
capacity constructed after 2030 set up to run lmesk (Adjusted case)

In all cases the CSP plants are assumed to prquiweer based on a tariff system.

Two types of output curves are shown in the follmyvsubsections: 1) stacked
curves that show the contribution that each tedgywlhas produced during a
single hour of the day as averaged over a year2pndrves that show the system
demand before and after PV, CSP and wind powebéeas taken into account.

7.3.2.1 M oder ate decline scenario

The stacked, averaged moderate decline curveshavensin figures 7.1, 7.2 and
7.3. Figure 7.1 shows that CSP and PV appear nmplament each other quite
well when the CSP plant is incentivised to run dgrihe evening peak hours. It
can be seen that the net effect of CSP and PV fiatten out the daily demand
profile as the two technologies impact only durinigh demand periods and
complement each other well.
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Figure 7.1: 2030 Annual aver aged moder ate decline by hour of the day
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Figure 7.2: 2050 Annual aver aged moder ate decline by hour of the day
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Figure 7.3: 2050 Adjusted annual averaged moder ate decline by hour of the day

In figures 7.2 and 7.3, the effect mentioned irardgo figure 7.1 is still present.
However figure 7.3 shows that when some CSP pkatsun on a flat tariff, the
total CSP electricity contribution is larger. Thaappens because the flat rate
optimized plant has higher solar multiples and miooeirs of storage than the
peaking optimized plant. This results in an ovenalher output of electricity.

The figures 7.4, 7.5 and 7.6 show the system deroarwés before and after CSP,
PV and wind have been taken into account.
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Figure 7.4: 2030 Annual averaged moder ate decline demand curves by hour of the day

From figures 7.4, 7.5 and 7.6 it can be seen thabth cases where CSP has been
implemented to provide power mainly during evengegk, the demand was not
largely affected by the addition of renewable epetants during the night. It is
interesting to note that in the 2030 curve, thegpehaf the demand curve during
peak and mid merit times is roughly the same beforeé after the addition of
renewables, only lower.

In the 2050 curves, the shape of the demand caraeore noticeably affected. In
both cases the two peak demand periods are muah distinct, have developed
in the post renewable energy profiles and peak ddrhas shifted to nine o’clock
in in the morning. Evening peak has, in these gsues\aeffectively been

displaced. This highlights a key weakness in rglyom tariffs that demand CSP
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production during specific time slots. Incentivigiproduction at a specific hour
of the day assumes that that period has the higesiand and thus power
produced during that period is of the greatestaiaiowever, there comes a point
when production has been over allocated to me¢tiagdemand, and the actual

period of maximum demand for the rest of the systalhmove to a different
peak demand period.
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Figure 7.5: 2050 Annual aver aged moder ate decline demand curvesby hour of the day
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Figure 7.6: 2050 Annual averaged adjusted moder ate decline demand curves by hour of the
day

The CSP power that is produced when it is no lompak period will still be
remunerated based on the assumption that it isupnogl valuable electricity, but
it will have lost some of its value to the system.

7.3.2.2 High nuclear cost scenario

The stacked average high nuclear cost scenariesware shown in figures 7.7,
7.8 and 7.9. Most of the effects observed in theenate decline scenario can also
be seen in these figures. However, the effectseraggerated by the increased
wind, PV and CSP capacity represented in this saenaéhe larger impact can
already partially be seen in figure 7.7.
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Figure 7.7: 2030 Annual averaged high nuclear cost by hour of the day

80000

70000
£ 60000
< 50000

11 13 15 17 19 21 283

Hours

oWind
oPV
oOCSP
OOCGT
@ Domestic Hydrd
@ Pumped Storag
B Imported Hydro
ECCGT

B Nuclear

mCoal

[¢]

Figure 7.8: 2050 Annual averaged high nuclear cost by hour of the day
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Figure 7.9: 2050 Annual averaged adjusted high nuclear cost by hour of the day

Of patrticular note is the behaviour of the convemdil system peaking plant. Due
to the philosophy of absorbing wind, PV and CSP ithie system on a priority

basis, the conventional system peaking plant shaivere the conventional

system plants are experiencing peak demand. Hexrasanventional system peak
demand shifts away from the periods during whichd®d CSP power production

OCcCurs.
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This effect becomes even more apparent when viethiegystem demand curves

before and after CSP, PV and wind has been takeragtount. This is shown in
figures 7.10, 7.11 and 7.12.
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Figure 7.10: 2030 Annual aver aged high nuclear cost demand curves by hour of the day
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Figure 7.11: 2050 Annual averaged high nuclear cost demand curves by hour of the day

— 60000 Power Produced
2
=

mmm Conventional System
Output

e Demand

1 3 5 7 9 11 13 15 17 19 21 23 Requirement After

Renewables
Hours

Figure 7.12: 2050 Annual averaged adjusted high nuclear cost demand curves by hour of the
day
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Two problematic phenomena can be observed in tbeeaturves:

. Insufficient generating capacity: There is insuéfid@ conventional
system generating capacity to meet the new postwable peak
demand that occurs during the morning.

. Suppressed base load output: During the periodsmakimum
renewable production in the conventional systensebkbad plant
energy production is being pushed down to the peire, even when
the base load plants are running at minimum geio@satoo much
power is being produced. Effectively this means simne of said units
would have to be switched off during the day in esrchot to
oversupply the system. The combination of two Bigftbase load
units has a detrimental impact on the aging of mgent and plant
reliability. Light-ups on coal plants are also emxpige due to fuel oil
consumption.

Looking at all the above graphs it becomes veryials/ that displacing CSP
power production would reduce a large deal of thesgure on the system.
However, comparing figure 7.11 and 7.12, it canodi® seen that simply
introducing plants that run on a flat rate does swificiently distribute CSP
production. In fact it appears that what is mosieded are CSP plants that are
responsive to the demand the system experienasRft and wind outputs have
been absorbed.

7.3.2.1 Big gas scenario

This scenario has mostly been included becausse# dot include a great deal of
intermittent renewable energy and includes almos€BP. As such, it serves to
highlight what a system that has access to mogpatchable energy looks like.

Because there is no CSP in the 2050 scenarioagdihsted curves are not shown,
since they are exactly the same as the unadjusteds
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Figure 7.13: 2030 Annual averaged Big gasby hour of the day
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Figure 7.14: 2050 Annual aver aged big gas by hour of the day
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Figure 7.15: 2030 Annual aver aged big gas demand curves by hour of the day
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Figure 7.16: 2050 Annual aver aged big Gas demand curves by hour of the day

It is clear that evening peak is not displacedhm figures above, and the impact
of PV is merely to lower demand during the day.

7.3.3 Adequacy

System adequacy relates to how reliable the syssenihe adequacy of the
configured systems is measured for each scenarig ttee following criteria:

. Minimization of demand shortfall
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. Minimization of OCGT gross capacity factor
. Base load plant capacity factor

The first two factors are indicative of the abiliy the system to meet electricity
demand at all times. The third is indicative of @lebase load plant supply.

The first adequacy measure investigated is shrifdlich is shown in table 7.6.
An adequate system would have this measure atlowk& GW hours. While
none of the scenarios actually achieve this, itlmaseen that the big gas scenario
comes the closest. The moderate decline scenams deasonably well in
comparison to the high nuclear cost scenario, wharfforms poorly.

It can be seen that replacing the CSP plants, cg®into provide power during
evening peak, that were built between 2030 and 2080a base load CSP plant
operated on a flat tariff significantly reduces dfadl for both the moderate
decline and the high nuclear cost scenarios. Bhaitly due to the fact that the
flat rate plants have higher electricity output; lso because with flat rate plants,
the energy production is spread out much more tnee4-hour period.

Table 7.6: Shortfall

Moderate Decline High Nuclear Cost Big Gas
2030 (GWh) 128.8 1924.4 263.5
2050 (GWh) 99.6 5059.7 32.9
2050 Adjustec
(GWh) 69.8 3779.8 32.9

As previously implied in figure 7.12, even in theese where flat rate CSP stations
are being used, there is significant oversupplyindurtimes of high solar
renewable availability coupled with shortfall dugimorning peak in the high
nuclear cost scenario. Figure 7.17 illustrates floathis scenario, even during the
winter months there are cases where there is aisumgly in solar renewables.
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Figure 7.17: CSP oversupply and shortfall
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If this oversupplied power could be stored forlatee, subsequent shortfall could
be avoided. The pattern of shortfall and oversyppllikely to become more
acute in subsequent decades.

In a system where renewable energy uptake is pred, coal or other base load
plants would have to shut down during periods areupply. From the CSP plant
perspective, storing thermal energy and deferrimgvgy production is less
efficient than immediately producing the maximuntput. Thus, the behaviour
most beneficial to individual CSP plant profitsdstrimental to the adequacy of
the system as a whole.

The second adequacy measure is closely relatdwetbrst, as both of them shed
light on the ability of the system to provide povegiall times. This measure is the
overall capacity factor at which OCGT plants in #ystem run, which is shown

in table 7.7. Where the overall capacity factorthe ratio between the total

number of megawatt hours produced by a technolagytlze number of megawatt
hours that could have been produced by that teoggdiad it been running at full

load for every hour of the year.

The relationship between this adequacy measurdhengrevious one can easily
be seen by the result that the high OCGT capaadtof corresponds quite well to
high shortfall. A capacity factor below 5% is catesied reasonable. Because
OCGT plants are the most expensive to run, theyabsays loaded as a last
resort. The more often they are loaded the lesguade the system appears to be.
Furthermore, a high OCGT capacity factor has a timgampact on overall
electricity costs. This is noteworthy in cases wehirese plants are run on diesel,
as is currently the case in South Africa.

Table 7.7: OCGT capacity factor

Moderate Decline High Nuclear Cost Big Gas
2030 8.87% 19.35% 4.96%
2050 3.38% 13.98% 0.57%
2050 Adjusted 2.42% 8.37% 0.57%

Reserve margin, within the confines of this studydefined as the measure by
which the available capacity must exceed the ptegeclemand in order for a
planned outage to be scheduled. Reserve margin ispait to the conventional

system model which is systematically lowered ualil planned and unplanned
outages are executed within the model run. Whigeréserve margin at which all
outages are completed is not an adequacy measdmgs serve to illuminate the
first and second adequacy measures to some extent.

As can be seen in table 7.8, the high nuclear sostarios all run on negative
reserve margins. Within the confines of the conwesa system model, this
means that, in order to complete all planned owstatlie planned outages have to
be scheduled in cases where system capacity is itvae projected demand. This
means that shortfalls are almost guaranteed imthael when reserve margins are
negative. Even in cases with low reserve margioytédils are likely to happen

69



because there is very little capacity to absorblamped outages. It should be
noted that wind, PV and CSP that was incentivisegroduce power during
evening peak only contribute to the reserve mairgia very limited fashion. The
reserve margin thus serves to indicate a low avitithaof dispatchable power.

Table 7.8: Reserve margin

Moderate Decline High Nuclear Cost Big Gas
2030 10.00% -3.00% 9.00%
2050 8.00% -11.00% 15.00%
2050 Adjusted 14.00% -5.00% 15.00%

The third and last adequacy measure is the coal plpacity factor, which is
displayed in table 7.9. This measure serves taatdiwhether there is an over- or
undersupply of base load units in the system. Bgan mind that an old coal
plant has an availability factor of 80% when plash@ad unplanned outages are
taken into account, and a new coal plant has aifaailday of 90% after outages, a
coal plant capacity factor close to 80% would iadkcthat the coal plants are
running close to their full capacity almost all thime. An example of this is
shown in figure 7.18. Here the base load capab#y is available to the system
can clearly be seen to be insufficient. This lowead availability can be seen
to go hand in hand with high OCGT based electripityduction.
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Figure 7.18: Constrained base load capacity

On the other hand, the minimum load at which cdahis can safely generate is
about 40% of their full load. In cases where thisnber is approached it would
indicate that base load send-out is being suppiesseis the case in figure 7.17.
This is not only indicative of the fact that theméght be an oversupply of base
load plants at certain times of day. It is alsoegative indicator because coal
plants tend to become very inefficient when rutoatls below 60% of their full

load (Eskom, 2012). Lower thermal efficiency onoalcplant leads to an increase
in cost and carbon emissions since more coal neubulned per kW of electricity

produced. The alternative is that some base lo@d wmight be shut down for

portions of the day and only started up duringgusiof high demand. Repeating
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such a cycle ages the plant and leads to incraaa@denance costs. In general, a
coal plant capacity factor between 60% and 70%beaconsidered reasonable.

Table 7.9: Coal capacity factor

Moderate Decline High Nuclear Cost Big Gas
2030 77.01% 76.70% 74.29%
2050 70.47% 67.33% 63.05%
2050 Adjusted 64.39% 52.21% 63.05%

As can be expected, adding the flat rate CSP phlanthe system lowers the
contribution from coal plants. In the high nucleast scenario an oversupply of
base load plant is indicated. The fact that thisrewpply still coincides with large
electricity supply shortfalls shows that the CSBnp and the high renewable
energy uptake relied upon in that scenario is Botisg the system particularly
well.

7.4 Conclusions

CSP and PV complement each other well when CSBtiggsto provide power
during evening peak. But the larger the install®dadd CSP capacity becomes,
the less effective the system becomes.

The moderate decline scenario performs well in seoghthe adequacy criteria
while absorbing a reasonable amount of intermittenewable energy and CSP.
The big gas scenario has the most stable perfomnanbich is only to be

expected as it includes very little intermittenhewable energy. Although it
outperforms the moderate decline scenario, theyatiteast comparable in most
regards. On all measures, the high nuclear cosaisioegperforms very poorly.

Introducing flat rate CSP plants after 2030 carséen to have a positive impact
on two out of three of the adequacy measures, faloand OCGT capacity
factor. While electricity shortfall is reduced sifjrantly in both the high nuclear
cost and moderate decline scenarios, introducatgdite plants is not on its own
sufficient to address the problems that exist i ltiigh nuclear costs scenario.
Simply put, the CSP plants are not sufficientlypmssive to the system needs.
This is further addressed in Chapter 8.
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8. ANALYSISAND DISCUSSION

The results shown in Chapter 7 are further analylsect. The benefits of
introducing CSP plants that produce electricity rasponse to demand are
investigated. Additionally, some consideration ilseg to how the plants may be
induced to act in such a beneficial manner.

8.1 Introduction

Introducing CSP plants that produce based on tagiffs shifts the time at which
the peak demand to which the rest of the systemt mespond, occurs.
Effectively, this means that CSP production basedrad a single tariff, or even
one or two tariffs, becomes less valuable as thmben of producing units
increases. In turn, this increase causes the sysesd to shift away from the
period during which the plants are incentivizeghtoduce power.

Dispatchability is a large part of the CSP valueppsition. Fixed tariff-based
production effectively curbs CSP dispatchabilitys the number of CSP units in
the system increases, it will likely become morel amore necessary for CSP
electricity production to react to system demand.

Section 8.2 discusses the results of modellingXt8E plants added between 2030
and 2050 as a system responsive base load. Othien®@dor addressing an
electricity shortfall are discussed in section 8[Be analysis is concluded in
section 8.4.

8.2 System responsive CSP base |oad

To showcase the benefits of having CSP plants teasstem demand, the 2050
case for the three scenarios discussed in thequewihapter was modelled with
system responsive CSP. This was accomplished byelimagl all CSP capacity
added after 2030 as base load plants that are chogpand down in response to
system demand. The modelling was conducted ind@heesmanner in which coal
plants and CCGT plants are operated. The CSP plamtgever, are still governed
by the amount of energy that they have collectetl stared, as well as the other
parameters that constrain the generating unitsairconventional model.

The effects on the adequacy measures can be séanler8.1. It should be noted
that the 2050 big gas scenario has no CSP andligled for comparison sake.

Adding CSP into the system as base load plantsr®te overall coal capacity
factor. This is only to be expected since all bexsal units are loaded up and
down proportionately. Additionally, the increase lise load plant capacity
caused by adding the CSP plants would lead toaas Bboad plants being run at
lower capacity factors.
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In the moderate decline scenario, the coal cap#atyr is still within the desired
range. In the high nuclear cost scenario, it agptaat adding so much CSP base
load capacity leads to an excess of base loadsplamboth cases, it can be seen
to have a significantly positive effect on both t&&GT capacity factor and
electricity shortfall. 1t should be noted that tisisll does not bring the shortfall
experienced in the high nuclear cost scenario witdm acceptable range. The
excess base load capacity available in the higlleaucost scenario, combined
with the still high shortfall, indicates that tremmainder of the problem is probably
due to a lack of dispatchable peaking capacity.

Table 8.1: System responsive CSP adequacy measur es

Moderate Decline High Nuclear Cost Big Gas
Coal Capacity Facto 66.82% 56.74% 63.05%
OCGT Capacity
Factor 1.47% 2.19% 0.55%
Shortfall (GWh) 23.44 844.52 32
Reserve Margin 15.00% 11.00% 15.00%

Running the CSP plants in the manner describedalsgnificant impact on the
CSP LCOE. By running the plants in response toesysheeds, the overall
electricity output that is generated is signifiéqgmeduced. This in turn results in
the higher LCOEs displayed in table 8.2.

Table 8.2: System responsive CSP LCOE

Moderate Decline High Nuclear Cost Flat Rate
LCOE (R/kWhr) R 0.9937 R 1.1989 R 0.850

The flat-rate LCOE, shown for comparison, corregjsoto the cost that would be
achieved if the CSP plants were run for the minimu@OE. The difference
between the high nuclear cost LCOE and the modeeatne LCOE is due to the
higher capacity factor at which the base load pkmtin in the moderate decline
scenario. This higher capacity factor results ighkr overall electricity
production. When more electricity is produced aosdtg remain the same, LCOE
naturally declines.

The effect of this adjusted LCOE is that the cakere the model is run with the
system responsive CSP is generally not cost cotiygetvith the flat rate base

load CSP case on a per unit cost basis. The gaiterins of system reliability

must perforce be evaluated against the increassd obachieving that reliability.

Table 8.3 shows how the high per unit cost of a @iaRt output translates into a
higher system LCOE.

Table8.3: System LCOE

LCOE (R/kWhr)
Moderate Decline High Nuclear Cost Big Gas
2050 R 0.7076 R 0.8076 R 0.9032
2050 Adjusted R 0.7042 R 0.7848 R 0.9033
2050 CSP Base loag R 0.7115 R 0.8627 R 0.9033
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Looking at the average daily contributions of therious technologies for the
moderate decline and high nuclear cost scenatiggniclearly be seen that CSP
plants that were allocated as base load, behaweithgy to the other base load
plants.
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Figure 8.1: 2050 M oder ate decline system responsive CSP technology contributions

80000 oWind
70000 PV
< 60000 ocsp
< 50000 BOCGT
— 40000 B Domestic Hydrd
_§ 30000 mCSP Base Load
= Pumped Storage
& 20000
B Imported Hydro
10000 BCCGT
0 mNuclear
1 3 5 7 9 11 13 15 17 19 21 23 mCoal

Hours

Figure 8.2: 2050 High nuclear cost system responsive CSP technology contributions

When considering the system demand curves befateater PV, wind and CSP
that has been optimised to provide power durinqiiengpeak has been absorbed
by the system, for the high nuclear cost scenastoown in figure 8.3), the
demand curve that the balance of the system Ha#fitas not met at 9 am.

It is no coincidence that at this hour the CSP tpsaorage would be at its lowest
level, just before energy collection becomes fdasjiarticularly in the winter.

It is, however, an over simplification to suggesattelectricity shortfalls occur
when CSP energy stores run out at nine in the mgris shown in figure 8.4, it
is more accurate to say that a shortfall occursneter the CSP energy stores run
out. It is also clear that if the other base lo&hts had been running at a higher
capacity during the first 24-hours, there wouldén&een sufficient energy stored
in the CSP energy stores to prevent shortages glihe subsequent 24-hour
period.
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Figure 8.3: 2050 High nuclear cost demand curves

Figure 8.4 indicates that the dispatchability offFGS not as consistent as that of
other base load technologies. The CSP plants usedhis analysis were
configured for minimum LCOE, i.e. flat rate prodoct These plants had on
average fourteen hours of storage. Increasing ggoseross the board by 25%
reduces shortfall by 15%. This change has a negatipact on CSP LCOE.
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Figure 8.4: 2050 High nuclear cost stacked generation

In cases such as the high nuclear scenario whegeeat deal of intermittent
renewable energy and CSP has been absorbed ingystean, treating a portion
of the CSP plants as base load plants with dispdiyeequal to other base load
plants does not deliver an adequate supply ofratdgt

8.3 Discussion of CSP options

The preceding section makes clear that adding mysgsponsive CSP plants that
act as base load delivered very satisfactory resulthe moderate decline
scenario. It did not suffice, however, in the higktlear cost scenario. From this
and the results shown in Chapter 7 it can be dedrthie need for CSP plants to
respond to system demand in order to achieve optisystem adequacy
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increases as the amount of CSP and intermittertvailes present in the system
increases.

One of the ways in which the shortfall that isl gtflesent in the high nuclear cost
scenario could be addressed would be to add addit©CGT capacity. Instead
of further manipulating the CSP send-out, addiio@GT plants may be
constructed to diminish shortfall. This is not venlvas a particularly elegant
solution. It furthermore ignores the fact that generating capacity in the system
might be capable of meeting demand if the CSP plarg optimally utilized from
a system perspective.

Another option for making more efficient use of t88P plants would be to use
them as mid merit plants and energy banks. In dalkeep the CSP energy stores
as full as possible at all times, the CSP plantsildvdbe deployed before the
peaking plant but after the base load plants omtéet order. This would ensure
that a reasonable reserve of stored CSP energydveuhvailable to the system at
all times. The problem with such an approach ig¢ thavould reduce the total
electricity output of the CSP plants even furthert would running the plants as
a system responsive base load. Consequently, tReLC®E and system LCOE
would rise.

It should be noted that the scenarios that werdéoesgh here for maximising the
positive impact of CSP were by no means exhausfikie.potential value of CSP
as a low carbon source of dispachable power mudienanderestimated.

For CSP plants to behave in a way that optimisetesy adequacy outcomes, the
plants would have to run in a fashion that woulcageinst their own interest if a
simple flat tariff is employed. This is the caseamhrunning the plants as a system
responsive base load, and it would be even truarsfuation where CSP is used
as a mid-merit plant.

For CSP plants to contribute effectively to a systeith a high uptake in
renewable energy, a remuneration system that akgatem and plant interest
would be required.

8.4 Conclusion

The potential CSP plants’ contribution to systenmbglity increases both with

CSP capacity increases and as the CSP plants bewmre responsive to the
demand the system needs to meet after intermittenéwables have been
absorbed. By limiting CSP plant output, thermalrggestores are built up that
allow the plants to respond during times of inceeislemand. This increased
usefulness is reflected in rising LCOE, as thetlimgi plant’'s send-out increases
the cost per unit of electricity.

For any given scenario in the 2013 IRP update (D&E3), the balance that
would need to be struck between the reliability @&P plants add to the system
and the cost of the electricity produced by the Qfhts might well rest at
different levels of demand responsiveness. The amafi CSP and other
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renewable capacity present in the scenario wowddielrer, have a large impact
on what that level is.

77



9. CONCLUSIONS

The objective of modelling the 2013 IRP update iideo to study the potential
impact of CSP on the system as a first study uffilg) method, has been met,
based on the specific assumptions of technologinitieh placement and plant
vs. system behaviour. Interesting results have beached and discussed in the
preceding chapters. The final conclusions are didiin this chapter.

9.1 Summary of findings

While constructing a complete system model for lR® based on a spatio-
temporal approach might be ambitious, the scomnagtions and availability of
resource data have none the less enabled thistfidy to be completed with
results that appear sensible.

The investigation into the effect of tariff systemeveals that tariffs that aim to
incentivise electricity production during certaimés of the day and inhibit it
during others impact how the plant is run as wall dhe constructed plant
configuration in terms of solar multiple and hows storage. This in turn
significantly impacts the total megawatt hours lefcicity output that the plant
will be able to produce.

Depending on the tariff structure, the daily powetput profile and amplitude
might vary significantly from what might be expetté a plant was constructed
based on minimum LCOE. These aspects need to ke tato account, not only
when designing the tariff structure, but also wheasdelling the electricity system
as a whole.

Additionally, CSP power production is seasonalth& most profitable CSP areas,
more power is produced during the summer montha the winter months.
Effectively, it is more profitable to schedule phea outages during the winter
months as less income is lost. While this would netessarily have a large
detrimental effect on the system as a whole, thgagnstill has to be managed.

Modelling various scenarios from the 2013 IRP updatngs to light the fact that
if CSP power plants are built and run under a peakicentive tariff, over time
the peak demand window that the rest of the systeperiences will shift away
from the incentivized period. The contribution mdmethe CSP plants will then
become less valuable to the system as a whole.

When a large amount of renewable energy is absonedthe system on a

priority basis, base load send-out might be suggeesiuring parts of the day.

This might lead to base load plant running at lapacity factors. Should this

happen, some base load plants might need to beHifted in order to prevent an

oversupply of electricity. Both these situationadeto increased costs that the
base load stations, and thus the system as a whaldgd have to absorb.
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Investigating the impacts of making CSP plants esedpdirectly to system

demand brought to light that the greater the couation CSP plants are required
to make to ensuring system reliability, the highlee cost of CSP produced
electricity rises. For any given system, the bagawdl have to be struck. While it

is clear that simple tariff systems will probablyffsce until 2030, the larger the
uptake is in CSP, the sooner such a system wil tegroblems.

9.2 Conclusions

Due to its temporal resolution an hourly spatiofpenal model will not give
insight into sub hourly impacts on the distributispstem, however the model
could, if a higher spatial resolution is employéd, useful when considering
where CSP plants are likely to be constructed usderemuneration conditions,
which might serve as a useful input into the loagrt grid planning process. The
main use of the model lies in the insight it cavegnto the potential impact that
CSP power stations can have on the generatingnsyatea whole.

Furthermore, it can be seen that the insights gdirmen this model could be used
to inform decision makers of potential impacts theriewable energy plants in
general and CSP plants specifically might make loa ¢ienerating system.
Elements of a policy brief resulting from the fings of this study is shown in
Appendix D to illustrate this point.

According to this study CSP is a versatile techgyplthat can deliver dispatchable
electricity for the system when it needs it. Thehteology can be used to improve
the reliability of the generating system or cang@inserve as a source of peaking
power. Optimal utilization of the technology wilirgely depend on having clear
goals in mind and setting up suitable remuneragtonctures to incentivise IPPs
to build CSP plants that will contribute to thosals.

9.3 Contributions

A paper arising from this study was presented aSB®8 2014: Replacing
intermittent renewable capacity in the 2010 IRPhwW@SP: effect on coal fired
power station capacity factors in 2030.

Furthermore, this study is the first known spaéoiporal model of scenarios
from the 2013 draft IRP update and for the SouthicAh electricity plan as a
whole.

9.4 Further Research

Many additional research topics could continue ftbis project. A few research
possibilities that could follow directly and thabuwd have high impact are
provided here.

More sophisticated tariff structures and other veatde energy remuneration
schemes may be the richest area of further in\agtig arising from this study,
both in terms of their effect on CSP plant confagion and behaviour and in
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terms of the collective knock on effect on the sgystas a whole. Finding a
balance where CSP plants will act in the interektth® system without
compromising the price of the electricity produceduld be an interesting
challenge.

The other scenarios in the 2013 IRP update coulthbestigated in the future
should events unfold in a way that makes them tef@st.

Additionally, the composition of the generatingteys may be varied in order to
investigate the trade-off between system adequandy electricity cost, or a
measure that quantifies carbon emission reductioaraadequacy measure may
be introduced.
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APPENDIX A: PARABOLIC TROUGH PLANT TRACKING AXIS

When collecting irradiation the amount of energyttican be collected is
maximised when the zenith angle of the collectorzéso. Parabolic trough
collectors rotate around a fixed axis. A much seratenith angle is achievable at
solar noon if the axis is laid out east to weshtti@at which is achievable when
the axis is laid out north to south. However themgouth layout is preferable as
it achieves a good zenith angle for a larger portbthe day than the east west
layout. This is reflected in figure A.1 where therthh-south axis is indicated in
blue and the east-west axis in red.
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Figure A.1: North south-axis vs east-west axisin terms of incident irradiation per m?

It is notable that while the north-south axis hasidr results during most of the
year, the east-west axis performs better in thaewninin order to verify if the

north-south layout would still be preferrable undetariff system that favors
winter production, both layouts were tested foramge of configurations at
locations distributed over South Africa. The secseadsonal tariff described in
chapter 6 was used during the test. The resulbstepl in figure A.2 show that
even with a tariff that heavily favours winter pumtion the north-south layout
still outperforms the east- west layout.
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Figure A.2 Comparison of north-south layout with east-west layout in terms of return
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Furthermore, displaying the locations where thé-e@st axis gives better results,
as done in figure A.3, reveals that this layoubidy favored in areas where
building CSP plants would not normally be concidere

East - West
North - South

Figure A.3: Parabolic trough plant collector axislayout preferences at selected South
African sites

In conclusion, east-west collector axis plants weseof interest for this study as
they do not compare favourably with north-southemtbr axis plants under the
conditions investigated.
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APPENDIX B: PARABOLIC TROUGH RECEIVER HEAT LOSS
COEFFICIANTS

The appropriate coefficients for various tube ctinds are shown in table B.1.

TableB.1: Heat loss coefficients

Case Heat Ipss 2008
coefficient PTR70
A0 4.05
Al 0.247
A2 -0.00146
Vacuum A3 5.65E-06
A4 7.62E-08
A5 -1.7
A6 0.0125
A0 11.8
Al 1.35
A2 7.50E-04
Hydrogen A3 4.07E-06
A4 5.85E-08
A5 -4.48
A6 0.285
A0 50.8
Al 0.904
A2 5.79E-04
st A3 1.13E-05
A4 1.73E-07
A5 -43.2
A6 0.524
A0 -9.95
Al 0.465
A2 -8.54E-04
Broken A3 1.85E-05
A4 6.89E-07
A5 24.7
A6 3.37
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APPENDIX C: UNIT INFORMATION TABLES

Table C1: Unit information table for 2030 moder ate decline scenario

Max Min Ramp Outage Load Up Down Pump
(IRAO\ftV(; (II_\;I)\?V(; (I\/IIQV?/t/(I?l) Status (MW) Available | Available Type Hours
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
58( 232 24( 0 29C 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236| 202.98 0 295 0 0 0 0
580 232| 202.98 0 290 0 0 0 0
580 232| 202.98 0 290 0 0 0 0
580 232 | 202.98 0 290 0 0 0 0
580 232| 202.98 0 290 0 0 0 0
580 232| 202.98 0 290 0 0 0 0
58C 23z | 202.9¢ 0 29C 0 0 0 0
610 244 189.991 0 305 0 0 0 0
610 244 189.991 0 305 0 0 0 0
610 2441 189.991 0 305 0 0 0 0
610 244 189.991 0 305 0 0 0 0
610 244 189.991 0 305 0 0 0 0
610 244 189.991 0 305 0 0 0 0
580 232 150 0 290 0 0 0 0
580 232 150 0 290 0 0 0 0
580 232 150 0 290 0 0 0 0
580 232 150 0 290 0 0 0 0
580 232 150 0 290 0 0 0 0
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0

0

0
0

29C
315
315
315
31¢
315
315
30¢
305
305
335
33¢
33¢
300
300
300
30C
300
300
30C
300
300
300
30C
37C
375
300
300
30C
325
320
30C
300
300
275
30C
30C
720
720
720
72C

0
0
0
0
0
0
0
0
0
0
0
0

15C

114.35t

600
600
600
60C

600
600
60C

600
600
600
60C
74C

750
600
600
60C
550
300
60C

600
600
550
60C
60C
930
930
900
90C

232

252 | 114.356
252 | 114.356
252 | 114.356

252

252 | 114.356
252 | 114.356
2441 110.85t
2441 110.856
244 110.856
268 | 110.856
26€ | 110.85t
26€ | 110.85¢

240
240
240
24(

240
240
24(

240
240
240
24(
29¢€
300

240
240
24C

260
256
30C
300
300

275
30C
30C

744
744
720
72(C

58C
630
630
630
63C
630
630
61C
610
610
670
67C
67C
600
600
600
60C
600
600
60C
600
600
600
60C
74C
750
600
600
60C
650
640
60C
600
600
550
60C
60C
930
930
900
90C

89



72C
480
528
720

90C

600
600
900
25(

250
250
25(

90
90
90
9C

9C

200
200
500
50C

500
120
12(C

57

57

57
147
147

147
147
147
147

147
147
147

147
147
147

57

57

57

150
150
15C

72C
480
480

720

90C
600
600
900
25C
250
250
25C

90

90

90

90

9C

200
200
500
50C

500
120
12(

57

57

57
147
147

147
147
147
147

147
147
147

147
147
147

57

57

57

147
147
15C
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15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
50C
50C
500
500
500
50C

50C
50C
500
500
500
50C

15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
50C
50C
500
500
500
50C
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Table C2: Unit information table for 2030 high nuclear cost scenario

Max Min Ramp Outage Load Up Down Pump
Load Load Rate Status (MW) Available | Available Type Hours
(MW) (MW) (MW/h)
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
48C 192 272.] 0 24C 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
58C 232 24( 0 29C 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
59( 23€ | 205.97¢ 0 29t 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236| 202.98 0 295 0 0 0 0
58( 23z | 202.9¢ 0 29C 0 0 0 0
580 232| 202.98 0 290 0 0 0 0
580 232 | 202.98 0 290 0 0 0 0
580 232 | 202.98 0 290 0 0 0 0
580 232| 202.98 0 290 0 0 0 0
580 232 | 202.98 0 290 0 0 0 0
610 244 189.991 0 305 0 0 0 0
610 244 189.991 0 305 0 0 0 0
61C 244 | 189.99: 0 30¢ 0 0 0 0
610 2441 189.991 0 305 0 0 0 0
610 2441 189.991 0 305 0 0 0 0
610 2441 189.991 0 305 0 0 0 0
58C 232 15C 0 29C 0 0 0 0
580 232 150 0 290 0 0 0 0
580 232 150 0 290 0 0 0 0
580 232 150 0 290 0 0 0 0
580 232 150 0 290 0 0 0 0
580 232 150 0 290 0 0 0 0
630 252 | 114.356 0 315 0 0 0 0
630 2521 114.356 0 315 0 0 0 0
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0

0

0

31¢
315
315
315
30¢
305
305
33¢
335
335
300
30C
30C
300
300
300
30C
300
300
30C
300
370
375
30C
30C
300
325
250
32C
300
300
30C
260
260
720
72C

0
0
0
0
0
0
0
0
0
0

114.35t

600
60C
60C

600
600
600
60C

600
600
60C

600
740
750
60C
60C

600
550
500
30C

600
600
60C
550

600
900
90C
25(C

250
250
250

9C

252

252 | 114.356
252 | 114.356
252 | 114.356
2441 110.85t

2441 110.856
2441 110.856
26€ | 110.85t

268 | 110.856
268 | 110.856

240
24C
24(

240
240
240
24(

240
240
24(

240
296
300
24(
24(

240
260
250
25¢€
300
300
30C

260
260
744
744

63C
630
630
630
61C
610
610
67C
670
670
600
60C
60C
600
600
600
60C
600
600
60C
600
740
750
60C
60C
600
650
500
64C
600
600
60C
520
520
930
93C
25C
250
250
250

9C
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9C

90
90
90
20C

200
500
50C
500

120
120

57

57
147
147
147
147

147
147
147

147
147
147
147
147

147
147
147
147

147
147
15C

150
150
150
15C
15C

150
150
150
15C

90

90

90

90
20C
200
500
50C
500

120
120

57

57
147
147
147
147
147
147
147
147
147
147
147
147
147
147
147
147
147
147
15C

150
150
150
15C
15C

150
150
150
15C
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15C 0 15( 0 0 0 0 4 0
150 0 150 0 0 0 0 4 0
150 0 150 0 0 0 0 4 0
150 0 150 0 0 0 0 4 0
15C 0 15( 0 0 0 0 4 0
150 0 150 0 0 0 0 4 0
150 0 150 0 0 0 0 4 0
15C 0 15( 0 0 0 0 4 0
150 0 150 0 0 0 0 4 0
150 0 150 0 0 0 0 4 0
500 500 500 0 0 0 0 6 0
50C 50C 50C 0 0 0 0 6 0
50C 50C 50C 0 0 0 0 6 0
500 500 500 0 0 0 0 6 0
500 500 500 0 0 0 0 6 0
500 500 500 0 0 0 0 6 0
Table C3: Unit information table for 2030 big gas scenario

Max Min Ram

ot | Loas | maie | QUA0% | Lead | Wb LD e | T

(MW) (MW) | (MW/h)

48C 192 272.] 0 24C 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
480 192 272.7 0 240 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
580 232 240 0 290 0 0 0 0
59C 23€ | 205.97¢ 0 29t 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236 | 205.979 0 295 0 0 0 0
590 236| 202.98 0 295 0 0 0 0
580 232 | 202.98 0 290 0 0 0 0
580 232| 202.98 0 290 0 0 0 0
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0
0

0
0

0

0

290
290
29C
290
305
305
30¢
30¢
305
305
290
29C
290
290
29C
290
315
315
31¢
31¢
315
315
305
30¢
305
335
33¢
335
300
300
30C
30C
300
300
300
30C
300
300
30C
375
300

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0

202.9¢

150
15C

150
150
15C

150

114.35t

114.35¢

600
600
60C
60C

600
600
600
60C

600
600
60C
350

600

232| 202.98
232| 202.98

23z

232 | 202.98
2441 189.991
2441 189.991
2441 189.99:

244 ] 189.99:

2441 189.991
2441 189.991

232
232
232
232
232
232

252 | 114.356
252 | 114.356

252
252

252 | 114.356
252 | 114.356
2441 110.856
2441 110.85¢

2441 110.856
268 | 110.856
26€ | 110.85¢

268 | 110.856

240
240
24(
24(

240
240
240
24C

240
240
24C

140
240

580
580
58C
580
610
610
61C
61C
610
610
580
58C
580
580
58C
580
630
630
63C
63C
630
630
610
61C
610
670
67C
670
600
600
60C
60C
600
600
600
60C
600
600
60C
350
600
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30C
320
325
320
32C
300
300
30C
300
300
300
72C
72C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C
300
300

60C
300

650
640
64C

600
600
60C

600
600
600
93C
93C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
600
60C

600
600
25C

250
250
250

9C

9C

90
90
90
20C

24C

256
325
320
32C
300
300
30C
300
300
300
744
744
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C
300
300

60C
640
650
640
64C
600
600
60C
600
600
600
93C
93C
600
600
600
60C
600
600
60C
600
600
600
60C
60C
600
600
600
60C
600
600
25C
250
250
250

90

9C

90

90

90
20C
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20C
500
500
500
12C

120

90
147

147
147
147
147
147

147
147
147
147

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C
500
500
500
50C

500
500
500
50C

20C
500
500
500
12C

120

90
147
147
147
147
147
147
147
147
147
147

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C
500
500
500
50C

98



50C 50C 50C 0 0 0 0 6 0
500 500 500 0 0 0 0 6 0
Table C4: Unit infor mation table for 2050 moder ate decline scenario

toad | long | maiw | QS| L | Up oo | e | P
(MW) (MW) (MW/h)

61C 244 | 189.99: 0 30& 0 0 0 0
630 2521 114.356 0 315 0 0 0 0
630 252 114.356 0 315 0 0 0 0
630 252 114.356 0 315 0 0 0 0
630 252 114.356 0 315 0 0 0 0
630 252 114.356 0 315 0 0 0 0
610 2441 110.856 0 305 0 0 0 0
610 2441 110.856 0 305 0 0 0 0
61C 244 | 110.85¢ 0 30¢% 0 0 0 0
670 268 110.856 0 335 0 0 0 0
670 268 110.856 0 335 0 0 0 0
670 268 110.856 0 335 0 0 0 0
60C 24C 60C 0 30C 0 0 0 0
600 240 600 0 300 0 0 0 0
600 240 600 0 300 0 0 0 0
600 240 600 0 300 0 0 0 0
600 240 600 0 300 0 0 0 0
600 240 600 0 300 0 0 0 0
600 240 600 0 300 0 0 0 0
600 240 600 0 300 0 0 0 0
60C 24C 60C 0 30C 0 0 0 0
600 240 600 0 300 0 0 0 0
600 240 600 0 300 0 0 0 0
600 240 600 0 300 0 0 0 0
60C 24C 60C 0 30C 0 0 0 0
720 288 720 0 360 0 0 0 0
600 240 600 0 300 0 0 5 0
600 240 600 0 300 0 0 5 0
600 240 600 0 300 0 0 5 0
600 240 600 0 300 0 0 5 0
600 240 600 0 300 0 0 5 0
600 240 600 0 300 0 0 5 0
60C 24C 60C 0 30C 0 0 5 0
600 240 600 0 300 0 0 5 0
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0

0

0

30C
300
300
300
30C
300
300
30C
300
300
325
30C
32¢
300
300
300
27¢
275
275
27¢
275
275
275
29C
30C
300
300
300
30C
720
720
72C
720
720
480
48C
48C
480
720
480
72C

0

0

0

60C

600
600
600
60C

600
600
60C

600
600
550
60C
55C

600
600
600
55C
550
550
55C
550
550
550
58C
60C

600
600
600
60C
900
900
90C
900
900

600
60C
60C
880
900

600
90C

24C

240
240
240
24C

240
240
24C

240
240
260
24C
26(
300
300
300
27¢

275
275
27¢

275
275
275
29(C
30C
300
300
300
30C

720
720
72C

720
720
480
48C
48C

704
720
480
72(C

60C
600
600
600
60C
600
600
60C
600
600
650
60C
65C
600
600
600
55C
550
550
55C
550
550
550
58C
60C
600
600
600
60C
900
900
90C
900
900
600
60C
60C
880
900
600
90C
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48C
720
480
528
72C
720
480
72C
480
720
480
72C
48C
528
720

60C
900

600
600
90C
900

600
90C

600
900

600
90C
60C

600
900

250
25(C

250
250

9C

90
90
90
9C
20C

200
500
500
50C

120
120

57

57

57

147
147
147

147
147
147
147

48C

720
480
528
72C

720
480
72C
480

720
480
72C
48C
528

720

60C
900
600
660
90C
900
600
90C
600
900
600
90C
60C
660
900
250
25C
250
250

9C

90

90

90

9C
20C

200
500
500
50C

120
120

57

57

57

147
147
147

147
147
147
147

101



147

147
147
147
147

57

57

57
150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

147
147
147
147
147

57

57

57
150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C
147
147

150
15C
15C

150
150
150
15C
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15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

500
500
50C

500
500
500

500
500
50C
500
500
500

15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

500
500
50C

500
500
500

Table C5: Unit information table for 2050 high nuclear cost scenario

=
E S
> O
aT
o
(]
o
>
T
Q o
c Qo
S ©
g3
oS
<
@ o
Q
oc
o7
>
<
3
B |®
32
Lo |©
©C =
=
oh
—
D.em/%
mmW )
aR (o))
x =| 0
~1
M
.m.mW o\
=9Ss
=
o =
3g3|©
=S8

103



0

0

0

31¢
315
315
315
31¢
305
305
30¢
335
335
335
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
36C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C

0
0
0
0
0
0
0
0
0
0
0

114.35t

114.35t

60C
60C

600
600
600
60C

600
600
60C

600
600
600
60C
72C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
600
60C

252

252 | 114.356
252 | 114.356
252 | 114.356

252

2441 110.856
2441 110.856
2441 110.85t

268 | 110.856
268 | 110.856
268 | 110.856

24C
24(

240
240
240
24(

240
240
24(

240
240
240
24(
28¢

240
240
240
24C

240
240
24C

240
240
240
24C
24(

240
240
240
24(

63C
630
630
630
63C
610
610
61C
670
670
670
60C
60C
600
600
600
60C
600
600
60C
600
600
600
60C
72C
600
600
600
60C
600
600
60C
600
600
600
60C
60C
600
600
600
60C
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0
0

30C
300
300
275
30C
300
300
26(
260
290
290
27¢
27¢
275
290
300
30C
300
280
30C
300
300
300
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300

0
0

60C

600
600
550
60C

600
600
52(
520
580
580
55(
55C
550
580

600
60C

600
560
60C

600
600
600
60C
60C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
250
25C

24C

240
240
220
30C
300
300
26C

260
290
290
27¢
27¢

275
290
300
30C
300

280
30C
300
300
300
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300

60C
600
600
550
60C
600
600
52C
520
580
580
55C
55C
550
580
600
60C
600
560
60C
600
600
600
60C
60C
600
600
600
60C
600
600
60C
600
600
600
60C
60C
600
600
250
25C
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25(

250

90
90
9C

90
90
20C

200
500
500
50C
12(C

120
147
147
147

147
147
147

147
147
147
147
15C

150
150
150
15C

150
150
15C
500
500
500
50C
50C
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500
500
500
50C
50C
500

25C
250
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90

90

90

90
20C
200
500
500
50C
12(

120
147
147
147
147
147
147
147
147
147
11y
15C

150
150
150
15C

150
150
15C
500
500
500
50C
50C
500
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Table C6: Unit information table for 2050 big gas scenario
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30C
300
300
300
30C
300
300
30C
300
300
275
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C

60C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
600
60C

30C
300
300
300
30C
300
300
30C
300
300

275
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C

60C
600
600
600
60C
600
600
60C
600
600
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60C
60C
600
600
600
60C
600
600
60C
600
600
600
60C
60C
600
600
600
60C
600
600
60C
600
600
600
60C
60C
600
600
600
60C
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30C
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300
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30C
300
300
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30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C

60C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
600
60C

600
600
60C

600
600
600
60C
60C

600
600
600
60C

30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C
300
300
30C
300
300
300
30C
30C
300
300
300
30C

60C
600
600
600
60C
600
600
60C
600
600
600
60C
60C
600
600
600
60C
600
600
60C
600
600
600
60C
60C
600
600
600
60C
600
600
60C
600
600
600
60C
60C
600
600
600
60C
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30C
300
300
300
30C

60C

600
600
600
60C

250
250
25(

250

90
90
9C

9C

90
200
200
50C

500
500
12(C

120
147
147
147
147

147
147
147
147

147
147
15C

150
150
150
15C
15C

150
150
150
15C

30C
300
300
300
30C

60C
600
600
600
60C
250
250
25C
250

90

90

90

9C

90

200
200
50C

500
500
12(

120
147
147
147
147

147
147
147
147

147
147
15C

150
150
150
15C
15C

150
150
150
15C
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15C

150
150
150
15C

150
150
15C

150
150
150
15C
15C

150
150
150
15C

150
150
15C

150
150
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15C
15C
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500
500
50C
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500
500
50C
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15C
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150
150
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150
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15C
500
500
500
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APPENDIX D: POLICY BRIEF

Long term view on CSP remuneration

Currently IPPs interested in developing CSP plantSouth Africa are being
offered a two tier tariff. They are offered oneer&br electricity produced during
most of the day, a premium for power produced duewening peak and nothing
for power produced during the other hours of thghnhiThe idea is to incentivise
power production when demand is high.

Spatio-temporal modelling shows that in the shortmedium term (up to 2030)

this simple system appears to work reasonably widlvever, in the long term

and in scenarios with a high uptake in renewablergn problems arise. An

oversupply of ‘peak’ power and afternoon power lssim a premium being paid

for power that is not representative of maximum dech and new shortfall

patterns develop. The rigid tariff system disinoesg the CSP plants, that could
respond and fill these new gaps, from doing so. plaats respond to the tariff
instead of actual demand.

In a generating system with a high uptake in refdevanergy the current tariff
system would waste the potential CSP has for rafipgnto system needs. A
more sophisticated remuneration system would haveetput in place to prevent
this from happening.

From the observations and findings in this stuaysideration could be given to
the following in future:

» Enable tariff structures that recognise the valieC8P to the system
rather than to the IPP. A primary consideratiotoigiew a system of CSP
plants to be remunerated for serving availabilityrid-merit or peaking
needs rather than remunerating based only on thieede of power.
Ultimately a tariff linked to time of day pricingauld be ideal, however it
is understood to be a challenge with respect tgegprobankability.
Accordingly, a tariff guaranteed on availability cardelivery plus an
incentive structure to provide power during the esmof highest need
could satisfy the needs of all stakeholders.

 Part of an optimal system of CSP plants is recagmitof spatial
distribution to more closely match demand for agearin temporal
response. CSP plants need a high probability ofabiity within hourly
needs but the system of plants needs seasonatimgaA combination of
a system planner together with the aforementionedntive structure to
provide power when it is most needed could aid wranoptimal plant
sizing and locating.
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